MULTI-BIT DELTA-SIGMA MODULATION TECHNIQUE
FOR FRACTIONAL-N FREQUENCY SYNTHESIZERS

BY
WOOGEUN RHEE

B.S., Seoul National Unersity, 1991
M.S., Unversity of California at Los Angeles, 1993

THESIS

Submitted in partial fulfillment of the requirements
for the dgree of Doctor of Philosoghin Electrical Engineering
in the Graduate Colige of the
University of lllinois at Urbana-Champaign, 2001

Urbana, lllinois



UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN

THE GRADUATE COLLEGE

AUGUST 2000
(date)

WE HEREBY RECOMMEND THAT THE THESIS BY

WOOGEUN RHEE

ENTITLED MULTI-BIT DELTA-SIGMA MODULATION TECHNIQUE

FOR FRACTIONAL-N FREQUENCY SYNTHESIZERS

BE ACCEPTED IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR

DOCTOR OF PHILOSOPHY

L A
/g = / m?) Director of Thesis Research
4/ > . 7

~ Head of Department

THE DEGREE OF

Committee on Final Examinationf

Voilans Haft

w A
U -aunns &5
T

Chairperson

1 Required for doctor’s degree but not for master’s.

0-517




il
MULTI-BIT DELTA-SIGMA MODULATION TECHNIQUE
FOR FRACTIONAL-N FREQUENCY SYNTHESIZERS
Woogeun Rhee, Ph.D.
Department of Electrical and Computer Engineering

University of lllinois at Urbana-Champaign, 2001
Bang-Sup Song, Advisor

FractionalN frequeng synthesis pnades agile switching in namochannel spacing
systems and aMgates phase-lo&@d loop (PLL) design constraints for phase noise and
reference spufThe inherent problem of the fractioMdifrequeng synthesizer is that the
periodic operation of the dual-modulusidier produces spurious tonesv8&el techniques
have been used to reduce spurious tones. Among those techniques, the delta-sigma
modulation method pxades arbitrarily fine frequegcresolution and mads the spur
reduction scheme less sengtio process and temperatuegiations since frequencies are
synthesized by the digital modulation.

This thesis proposes a multi-Bit> modulation technique as a spur reduction method
to enhance the verall synthesizer performance, and theersampling modulator
performance is analyzed with the consideration of practical design aspects for fyequenc
synthesizers. A prototype fractiondlfrequeng synthesizer using a 3-b third-ordet
modulator has been designed and implemented ipfd.&MOS. Synthesizing 900 MHz
with 1-Hz resolution, itxéhibits an in-band phase noise of -92 dBc/Hz at 10-kiiebivith
a reference spur of less than -95 dBc. Experimental resulistehothe proposed system
is applicable to la-cost, lav-powver wireless applications and that it meets the

requirements of most RF applications including multi-slot GSM, 1S-54, CDMA, and PDC.
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CHAPTER 1

INTRODUCTION

The demand for le-cost, urversal frequenc synthesizers is gwang as wireless
systems become \drsified. Cellular standards for less than 1-GHz frequescge
applications are summarized irable 1.1, including ac&nced mobile phone system
(AMPS), 1S-54, code dision multiple access (CDMA), personal digital cellular (PDC),
and global system for mobile communications (GSM). Some applications such as general
paclet radio service (GPRS) require relaty agile frequeng switching to increase the
data rate with a multi-slot operation. Standard frequesyathesizers based on a phase-
locked loop (PLL) hee difficulties in meeting arious specifications due to the
fundamental trade-bbetween loop bandwidth and channel spacing. Due to hggiah
ratio, meeting the noise requirement with gaeN synthesizers is also challenging when
implemented in CMOS. On the other hand, fractional-N techniquegidpravide
bandwidth with narne channel spacing and allate PLL design constraints for phase
noise and reference spiihe inherent problem of the fractiondfrequenyg synthesizer is
that the periodic operation of the dual-modulusddir produces spurious tonesv&eal
spur reduction techniques weabeen proposed, and the-2 modulation technique is
considered in this ark.

The objectve of this work is to deelop a practical frequepcsynthesis technique for
high spectral purity using A-% modulation method, which is applicable tavicost

wireless transceers. TheA-2 modulation method mals the spureduction scheme



Table 1.1 Summary of 1-GHz cellular standards.
CDMA

AMPS IS-54 (1S-95) PDC GSM
Frequency || Rx:869-894 | Rx:869-894 | Rx:869-894 | Rx:810-826 | Rx:925-960
band (MHz) || Tx:824-849 | Tx:824-849 | Tx:824-849 | Tx:940-956 | Tx:880-915
Access FDMA | TDMA/FDM | CDMA/FDM | TDMA/FDM | TDMA/FDM
scheme

832 20 1600 124
Nfur?]ber | 832 (3 users/ (798 users/ (3 users/ (8 users/
of channels channel) channel) channel) channel)
Channel
spacing 30 kHz 30 kHz 30 kHz 25 kHz 200 kHz
Modulation FM 174 DQPSK gglsgg( GMSK 174 DQPSK
g.ha””e' nla 48.6 kbis | 1.2288 Mb/s| 42kb/s |270.833 kbls
it rate

Synthesizer Slow Slow Slow Slow < 250 ps
switching (> 1ms) (> 1ms) (> 1ms) (>1ms) | (for GPRS)

relatively less sensite to process and temperaturariations since frequencies are
synthesized by the digital modulation.demthough the implementation of the digal>
modulators is not as complicated as that of the analog modulators, the fyequenc
synthesizer with an on-chip modulatorfeu$ from high paer consumption and less-than-
expected noise performance.orF those reasons, vecost fractionaN frequeng
synthesizers hang an on-chip modulator are hardly found in commercial handset
applications. In this ok, the @ersampling modulator performance is analyzed by
considering practical design aspects in fractidhdtequeng synthesis, and a multi-bit

high-orderA-Z modulator is proposed to enhance tiaerall performance.
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Figure 1.1 Intgrated frequencsynthesizers for wireless (in-band phase
noise is normalized for 1-GHz output frequgnc

Figure 1.1 shws the performance of irdeated frequencsynthesizers for wireless
applications in the literature [1]-[14]. oF comparison, the in-band phase noise
performance of eachak is normalized into that of the 1-GHz synthesikést frequeng
synthesizers do not meet the requirements for the multi-slot GSM applications due to poor
noise performance or limited frequgnesolution. As seen in Fig. 1.1, thissk is shevn
to be one of CMOS frequepsynthesizers that can meet the requirements of the multi-slot
GSM application.

The thesis is ganized as follas. In Chapter 2, frequensynthesizers using a PLL

and the fractionaN frequeng synthesis with arious spur reduction techniques are



reviewed. Chapter 3 describes the basic concept of the inteygolegqueny division by

the wersampling modulatorIn addition, A—~ modulator architectures and their
performance are analyzed and compared. A multi-bit high-order topology is proposed in
Chapter 4, and the practical design aspects are addressed for fyegqyetiesizer
applications. In Chapter 5, system design considerations in frggagnihesis for high-
spectral purity are discussed with a focus on wireless applications. In Chapter 6, the CMOS
implementation of a prototype fractiondl-frequeng synthesizer is presented.
Experimental results are discussed in Chapter 7, and the conclusions afrkhegsewyven

in Chapter 8.



CHAPTER 2

REVIEW OF FREQUENCY SYNTHESIS TECHNIQUES

A frequeng synthesizer is a @iice that generates one or rgainequencies from a
single or seeral reference sources. The tereguency synthesis was first used by Finden
in 1943 [15]. As shwn in Fig. 2.1(a), the first-generation frequgsgnthesizers used an
incoherent method in such aaw that the frequencies were synthesized by manually
switching seeral crystal oscillators and filters [16]. The rapidly wireg field of
communications requires a more sophisticated frequgeaneration scheme with accuyac
and stability higher by orders of magnitude than incoherent synthesis couideprimo
coherent synthesis, only one reference source is usedvas shbig. 2.1(b), andarious
output frequencies are generated with the combination of fregueunitipliers, dviders,
and mixers. Hence, the stability and accyra€ the output frequencre the same as those
of the reference source.

Modern frequeng synthesizers for portable applications use an indirect metheehkno
as aphase-lock technique as shwn in Fig. 2.1(c). Prading small area and \w power
consumption, this techniquelgbits mary advantages not &red by direct synthesis. The
problems associated with the indirect synthesis are of a dynamic nature — loop stability and
frequeng acquisition.

Another popular architecture is the direct digital freqyesygnthesizer (DDFS). A

signal is generated in the form of a series of digital numbers with clock freofiigrasd

cornverted into analog form by a digital-to-analog wenter (DAC). Figure 2.1(d) shvas a
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Figure 2.1 Frequemcynthesis methods: (a) incoherent synthesis, (b) coherer
direct synthesis, (c) coherent indirect synthesis, and (d) direct digite
synthesis.



Table 2.1 Architecture comparison: DDFS vs. PLL-based synthesizer

DDFS [17] PLL-based synthesizer [2]
: Programmable Programmable
Function frequency divider frequency multiplier
Fmax 2 GHz 1.8 GHz

Can be arbitrary with

Frequency resolution| Arbitrary fractional-N technique

Settling time <5us <100 ps

160 mW 27 mW

Power (1.8 GHz PLL not included) | (including GMSK modulator)

Die area 2 x 2 mm?2 3 x 3 mm?

Needs upconversion with

. : Mostly used
integrated mixer (> 100 mW)

Wireless application

functional block diagram.df the DDFS to produce a compleyele of a sinwave that has
the lavest frequeny; it requires ¥ clock g/cles corresponding to an output frequené
fof2N with anN-bit accumulatarThis method features fine frequgniesolution and ery

fast settling time since the DDFS can tune betwegrvem frequencies in one reference
clock period. Diferent from the PLL-based synthesiztte DDFS generates the output
frequeng that is alvays laver than the half of the reference frequebased on the Nyquist
criterion. In B&ble 2.1, one typicalxample of the performance comparison between the
DDFS and the PLL-based synthesizer is summarized [2], [17]. The DDFS is used with
integrated mirers in radio frequeryc(RF) applications towercome its lav speed, bt the
performance is limited by high p@r consumption and high cost [17], [18]. Therefore, the

PLL-based frequerycsynthesizer is a natural choice fowlgost wireless applications.
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2.1  Frequency Synthesis by Phase-L ock Technique

A frequeng synthesizer used as a local oscillator is an imporéamdf in determining
the performance of theverall RF system. Frequensynthesis by utilizing a phase-lock
technigue has been widely used iw{oost wireless applications to accurately control the
output frequeng with a fixed reference source. Figure 2.2 whahe functional block
diagram of the PLL-based frequgnsynthesizer The performance of the PLL-based
frequeng synthesizers is sens#i to the loop bandwidth in terms of the phase noise, the
spurious tones (spur), and the settling time. The feedbackarthk PLL filter out the

incoming noise lik an automatically-tuned higD-band-pass filter [19], which is not
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Figure 2.3 VCO noise: (a) in time domain, and (b) in frequeomain.

appreciated much in frequensynthesis that uses a stable reference source. It also
suppresses the in-band noise obliage-controlled oscillator (VCO) and the loop acts as
a high-pass filter for the VCO phase noise. In Fig. 2.3, numerical simulatiomststidghe
low-frequeng components of the free-running VCO are suppressed by the operaiaop g
of a second-order PLL both in the time and in the frequelmnains. The bekaoral
simulation program is described in Appendix A. The loop bandwidth and the loop filter
zero are set to 2% and 0.5% of the phase detector frgquespectiely. A wide loop
bandwidth helps to suppressgaramounts of the in-band VCO phase noise aiedsofst
settling time which is critical in mgmapplications.

A wideband PLL, havever, sufers from high lgels of spurious tones as sWtin Fig.
2.2. It also gies stringent noise requirements for the reference source, the phase,detector

and the frequenycdivider since the wideband PLL requirew/lm-band noise for the g&n
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integrated noise specification unless the in-band noise is dominated by the VCO noise. One
possible vay of having a wide bandwidth without deading other performances is tosba

the phase detector operate at high frequencieseks, high phase detector frequgnc

limits the frequengresolution of the ingerN synthesizerAccordingly the phase detector
frequeny determines the channel spacing of the RF systems. Therefore, there is a

fundamental trade-bbetween the loop bandwidth and the channel spacing.

2.2 Fractional-N Frequency Synthesis

FractionalN frequeng synthesis mads synthesizers ta a frequengresolution finer
than the phase detector frequgnithis method originally comes frodngiphase technique
[20], and a commercialersion is referred to asactional-N technique[21]. Figure 2.4
shaws the block diagram of the fractiondlfrequenyg synthesizerThe fractional diision
is obtained by periodically modulating the control input of the dual-moduidedi For
example, to achie anN + 1/4 dvision ratio or thdractional modulo of 4, anN + 1 division
is done after \eery threeN divisions. The carry of the accumulator is the sequence of
{...000100010001...}, where the¢ + 1 dwvision ratio is corresponding to “1.

Since the phase detector frequeischigher than the frequepoesolution in fractional-

N frequeng synthesis, the loop bandwidth of the PLL is not limited by the frequenc
resolution. Br high-cost frequencsynthesizers I& a HP8662A signal generatdhe
fractionalN loop is emplged as an auxiliary loop in the multi-loop PLL topologying
the bandwidth wider than the frequgrstep with ery fine resolution of 0.1 Hz.ofF low-

cost and lav-power integrated circuits (ICs), lweever, the fractional spur still limits the
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Figure 2.4 Fractiondl frequeng synthesis.

overall performance and the bandwidth may not be significantly wider than that of the
cornventional synthesizers.

Even if the bandwidth of the fractiondl-synthesizer is aswas that of the intgeerN
synthesizerthe design constraints in standard freqyesynthesizers with an irger
divider can be much alleated with a fractionaN technique. In addition to pvaling agile
frequeng switching, seeral adantages of using fraction&ltechnique are summarized as
follows. Firstly the in-band phase noise contiibn from the PLL ecluding the VCO is
less when it is referred to the output phase noiseekample, suppose that the output

phase noise of -80 dBc/Hz within the loop bandwidth is required to meet the synthesizer



12

specification. When the output frequgraf 2 GHz is assumed with the phase detector
frequeng of 200 kHz, the diision ratio is 10 000.d achiee -80 dBc/Hz in-band noise,
the PLL circuit noise at the phase detector output should ba&vaslel60 dBc/Hz due to
the multiplication &ctor of 20log(10 000). When the fractiomMamethod is used with the
phase detector frequgnof 8 MHz, the phase noise requirement of the PLL circuits
becomes only -112 dBc/Hz, which can be easily met in CMOS. Secdhélyeference
spur is less sensrg to the leakage current and/aronideal efects of the chage pump due

to high phase detector frequgncThirdly, the fractionaN technique prades the
opportunity to use dynamic bandwidth methods mofectfally Some applications
employ the fractionalN technique not to achie faster settling timeui to relax the PLL
requirements in terms of the noise conttibn and the reference spiihey obtain fister
settling time by using the dynamic bandwidth combined with the fractNdmaéthod. By
dynamic bandwidth we mean that the loop bandwidth is set to be wider than the desired one
when the PLL is in the frequep@acquisition mode and set to be normal after the PLL is
within the lock-in range [22]-[24]. Wh high phase detector frequenthe loop bandwidth

in the transient mode can be set high with legsshoot problem [25].

2.3  Spur Reduction Techniquesin Fractional-N Frequency Synthesis

The unique problem of the fractiondlsynthesizers is the generation of amied
spurs in addition to the reference sprractionalN frequeng synthesis is not useful in
practical applications unless the fractional spurs are suppressed. Therefore, additional

circuitry must be added to suppress those fractional spar&ug techniques kia been
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Table 2.2 Spur reduction techniques in fractiad&tequeng synthesis.

Technique Feature Problem
DAC estimation Cancels spur by DAC Analog mismatches
Random jittering Randomizes divider control Frequency jitter
Emoision | e ol e s
Phase interpolation Inherent fractional division Multi-phase VCO
Phase compensation Time-domain compensation Analog mismatches

Frequency multiplier
using pulse insertion

Phase insertion Analog mismatches

proposed as summarized iable 2.2 [26], and tlyewill be discussed in the folldng

sections.

2.3.1 DAC estimation method

The phase error cancellation using AMis the traditional method empied in the
digiphase synthesizer to reduce the periodic tones. Figure 25 #i basic architecture
and its operation. Thealue of the accumulator carries the information of the spurious beat
tone, which allavs the DAC to predict the phase error for cancellation. A synthesizer that
operates from 40 to 51 MHz with a reference frequesicl00 kHz using this technique
has been reported talabit a resolution of 1 Hz and spurious sidebands less than -70 dBc
[27]. Since the phase error is compensated indliage domain, this method $eifs from
analog imperfections. The mismatch results primarily from limitd€ Pesolution and the

limited accurag of the DAC. This approach is fefctive when a sample-and-hold (S/H)
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phase detector is usedbrRhe S/H phase detectdhe DAC needs to match only the dc
voltage during one reference clock periodr Ehe phase-and-frequendetector (P/FD)
that is widely used in modern PLL ICs, thA© must generate aaweform to match the
real-time phase detector output, and its performance is ticiesoifto obtain the wide loop

bandwidth [23].

2.3.2 Random jittering method
The spur in the fractiondl synthesizer originates from thedtk pattern of the dual-

modulus dvider. This periodicity in the control sequence of the dual-modulideti can
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be eliminated by random jitter injection. While the phase estimation technique ugkiy a D
operates in the analog domain, the random jittering approackssblky spur problem in the
digital domain. Figure 2.6 shs a block diagram of a fractionbll-divider with random
jittering [28]. At every output of the dider, the random or pseudorandom number
generator produces awmeandom vord P,, which is compared with the frequgnword K.

If P, is less thai, a dvision byN is performed. 1P, is greater thaK, a dvision byN +

1is performed. The frequenwordK controls the dual-moduluswiiler so that the\eerage
value can track the desired fractionalision ratio. This method sigrs from frequeng
jitter because the white noise injected in the frequeloenain results in 17 noise in the
phase domain. Since the PLL acts aswa-pass filter for the jitter generated by the

fractionalN divider, the lav-frequeny components of the jitter will pass through the loop

and dgrade the phase noise performance of the synthesizer
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Figure 2.7 A-% modulation method.

2.3.3 A-X modulation method

Another method is using arv@rsamplingA-2 modulator to interpolate fractional
frequeny with a coarse intger dvider as shan in Fig. 2.7 [29], [30]. Since the second-
order or higheA-Z modulators do not generatediktones for dc inputs, theffectively
shape the phase noise without causing spur This method is similar to the random
jittering method, bt it does not generate a frequerniter due to the noise-shaping
property of theA—= modulator

The cowentional digiphase technique fars from poor fractional spur performance
due to imperfect analog matching. It isfidililt for chage-pump PLLs to achie high
output frequeng since the ratio of the phase compensation current to thgeshamp
current becomesevy small [23]. Vpically, the synthesizers with output frequerigher

than 2-GHz hee the fractional modulo of at most 8 for that reason. The digiphase
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fOLIt

technique also requires specific crystal freqyerange since it prades only finite

fractional modulo of ﬁ, whereN is the number of bits used for the accumulator

The A-Z fractionalN synthesizer dérs agile switching and arbitrarily fine frequgnc

resolution that can makthe synthesizer compensate for crystal-frequeiit with a

digital word and accommodatarous crystal frequencies without reducing phase detector

frequeng [1], [2]. This synthesizer also alliates PLL design constraints by alimg high

phase detector frequgnand maks the spureduction scheme less sengtito process

variation by using digital modulation.

2.34 Phaseinterpolation method

The fact that anN-stage ring oscillator generaték different phases is applied to

implement a fractional dider [31], [32]. Figure 2.8 shws the realization of a fractional

divider cooperating with the ring-oscillatbased VCO. Since the number oferters in
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the ring oscillator is limited by the operating frequere phase interpolator is used to
generate finer phases out of thvaikable phases from the VCO. By choosing the correct
phase among the interpolated phases, a fractionaialh is achiged. Since the phase
edges used for the fractionavidion ratio are selected periodicalgry inaccurayg in the
timing intenal of the interpolated phase edges generated fonmes. Similar to the phase
estimation technique using &G, the spur performance of this architecture is also limited

by analog mismatching.

2.3.5 Phase compensation method

Figure 2.9 shas the architecture with an on-chip tuning technique [33feBaht from
the DAC cancellation method, the phase compensation is done before the P/FD. The on-
chip tuning circuit tracks the d@rent amount of phase interpolation as the output
frequeny varies. The detailed diagramgegding the phase interpolation and the on-chip
tuning is shwn in Fig. 2.9. In this diagram, the modulo-4 operation is assumed with a 2-

bit accumulatarThe output frequend, ., with the reference frequené&qsis given by

x N+ %E | 2.1)

or the output period, ., with the reference periol¢ is given by

.
= Tyoox BN + 75 N T g+ (2.2)
ot g

ref

The instantaneous timing error due to thed#-by-N is determined by

T
Bty = Trer =N Nygo = —= (2.3)
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Figure 2.9 (a) Phase compensation method, and (b) on-chip tuning with DLL
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Figure 2.10 Timing diagram rample for 4 + 1/4 dision

Similarly, the instantaneous timing error due to thedd-by-N+1 is gven by

3

AtN +1° Tref _(N + 1) D.rvco = _ZTvco (2'4)

Therefore, the timing error sequence is {Tyeo/4, Tycd4: Tyed4d: -3Tycd4, ..} for the
division ratio ofN + 1/4. Similarly the timing error sequences are {ly¢/2, -Tycd/2, .-}

and {..., A4, Mycdd, 4, Ty, ...} for the dvision ratio ofN + 1/2 andN + 3/4,
respectrely. Since the timing error sequence can be predicted from the input of the
accumulatar the timing correction is possible if the phase is added with the opposite
direction of the timing error sequence. By selecting the phase edge periodically among the
interpolator outputs fronp, to ¢y, the selected clock will be phase-ledkto the reference

clock without generating gninstantaneous phase erréigure 2.10 shes the timing

diagram @ample for the diision ratio of 4 + 1/4.
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The fixed delay element does nofefenough cancellation since the timing graidy
andAty,1, depends on the output frequgngs shavn in Fig. 2.9(b), the delay-loeki loop

(DLL) is employed to adjust the delay depending on the output frequasi@n on-chip
tuning \ehicle. It provides the delay that is immune to process and temperattiegions

as itis referenced to the output frequeddie bandwidth of the DLL should be much wider
than that of the PLL so that the settling babaof the PLL is not dgraded by the DLL.
The wide-band DLL also mak the on-chip loop filter consume small area. Since the input
frequenyg of the DLL is same as the VCO frequegntit is difficult to implement such a
high-speed loop with i@ pover consumption. By utilizing multi-phases of the specific
prescaler [34], the DLL requirement can beadleed.

This architecture prades the system solution to remecthe periodic tones completely
for the chage-pump PLL. Since the P/FD and the geapump generates the phase error
by the pulse-width modulation, the dick tones cannot be reweal by using the RC
cancellation method. One approach is to use the programmabde ghanp which adds
the ofset current periodically corresponding to the accumulator output [23]. By
compensating the chgg pump current, the amount of ap@rdumped into the loop filter
can be same in eachiate. This method compensates the area of the pulse by changing the
amplitude for diferent pulse widths. Heever, the area compensation does not significantly
reduce the periodic tones. As a matteraat fthis method reduces the spur by at most -15
dBc. Another disadantage of this method is the wide spread of thegehpump current.

For exkample, the ratio of the requiredsét current to the nominal clgg pump current is

less than 0.1%.d¥ example, fev nanoamperes of current need to be added to th@A0O-
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Figure 2.11 Pulse insertion method.

chage pump current, and ywimismatch will dgrade the performance. Practicallize
external resistor is required tovethe accurate currenaive for the compensation. &v
when there is no mismatch, the spur cannot be completelyweehas mentioned abe.
Compared to the phase-interpolated fractidwatethod, this architecture does not require
multi-phase VCOs such as ring-oscillators, which are not usualiylable in RF
applications. Since the phase selection is done at basebandwibie ggmsumption is
negligible while the phase-interpolation method still neexds fising edge of the clock to
swallow the subgcle of the VCO. This technique is useful when the design constraints of

the PLL need to be slightly allated.

2.3.6 Phaseinsertion method

Another possibility of interpolating the phase is to place a pulse generator between the

frequeng divider and the phase detector asvamn Fig. 2.11 [35]. The pulse generator
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insertsM new pulses between the frequgrdivider output pulses so that the frequent
the pulse generator output becorves 1 times higher than that of the frequgesider

output. The VCO frequend,, is given by

foeo = N DNTr—ffl | (2.5)
whereN is the dvision ratio of the frequenalivider and the step size of this synthesizer is
fred(M + 1). Therefore, the reference frequgan be mad® + 1 times higher than the
step size. As shn in Fig. 2.11, the pulse generator acts as a frequaattiplier. Like the

phase interpolation technique, the incorrect pulse position wiirade the spur

performance.
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CHAPTER 3

INTERPOLATIVE FREQUENCY DIVISION BY OVERSAMPLING

Oversampling data ceerters are widely used to achéehigh dynamic range as the
power and the area of high-speed digital circuits become less significant wahcadv
CMOS technologyLike a channel coding technique in digital communications, the
redundant output bits makhe system ralst aginst possible bit errors caused by analog
mismatches. Use of noise-shaped modulators in fregugyrdhesis also al@ates the
analog design constraints of the PLL anéeisf seeral adantages wer the standard

approach.

3.1 Basic Concept

FractionalN frequeng synthesizers usind—2 modulators achiee fine frequengc
resolution in such aay that the fractional dision ratio is interpolated by awersampling
A-% modulator with a coarse irger dvider [30]. In other wrds, the desired fractional
division ratio is similar to the dc input of avevsampling analog-to-digital cearter
(ADC), and the intger dvider is analogous to the one bit quantizer asveho Fig. 3.1.
Since the second-order or higher modulators do not geneedddixes, theare emplged
to randomize the control input of the dual-modulugddir. In the ideal case, the resulting
system does not generatgy apur and the neain phase noise due to modulation is shaped

to move into high frequencies. The-% modulation technique is similar to the random

jittering method [28], bt it does not hae al/f? phase noise spectrum due to its noise

shaping property
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Figure 3.1 Basic concept of interpolated fractionailstbhn.

Generally the aversampling concept isalid only when the signal-to-noise ratio (SNR)
at baseband is considered. In otherds, the noise peer remains the same in the system
but the wersampling technique impres the SNR by filtering out the high-frequgmnoise
with the decimation filterBy having an intgrator in the feedforard loop, the noise-
shaped wersampling modulator or thle-=Z modulator impraes the SNR more ftiently.
The A-Z modulators for the fraction®-synthesizer may not use the decimation filter to
suppress the high-frequenaoise in the digital domain since the PLL with ggeN
dividers does not all@ an intermediate el betweerN andN + 1. Therefore, the clock
frequeny of the wversampling modulator must be same as the phase detector figquenc
order to not increase the quantization noisevéer, the PLL acts as awspass filter to
the quantization noise, and the noise-shapedsampling technique can be realizedre
though the wersampling modulator isavking at phase detector frequgnthe efective

oversampling ratio, OSE, can be defined by the ratio of the phase detector fregégsc

to the PLL noise bandwidtiy or
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Figure 3.2 Single-stage high-order architecture.

f
OSRy; = %’ (3.1)
c -

Narrowving the loop bandwidth increases thieefive oversampling ratio, which results in

high in-band SNR. When high-ord&r3 modulators are used, the PLL needs more poles

in the loop filter to suppress the quantization noise at high frequencies.

3.2 Modulator Architectures

For theA-Z modulators in fractiondN frequeng synthesis, tw major architectures
have been proposed in the literature [29], [30]. One is the single-stage high-order modula-
tor, and the other is the multi-stage cascaded modulatach is often called the MASH
modulator The adantages and disadrtages of each architecture will be discussed in this

section. The modulators with a multi-bit quantizer will be also discussed.

3.2.1 Single-stage high-order modulator

Figure 3.2 shas the simpliled third-order modulator with a single-bit quantizEne

noise transfer function (NTF) is\@an by
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H(2)= (-2 (3.2)

whereN is the order of the modulatd@ince the single-bit modulator generates only-tw
level outputs, the dual-modulusvdier can be directly used. It is also immune to the non-
linearity of the PLL by h@ng a two-level quantizerHowever, the single-bit modulator
suffers from the stability problem for high-order structures and limits the input range that
is to be less than the full-scale range of the quantizer for stable operativoutiesign-

ing the NTF for that purpose, the practical use is limited to the second-order topology

unless the input range is substantially reduced [36], [37].

3.2.2 MASH modulator

The MASH modulator is designed by cascading tfs¢-6érder modulators [38]. Due
to its inherent stable nature, the MASH architectuferefthe maximum input range
almost equal to the full range of the quantiaéithout having feedback or feedforavd
path, the design of the high-order MASH modulator is nedgtieasy to implement in the
pipeline architecture to increase the data throughput wittsigply wltage [1], [2]. Fig-
ure 3.3 shws the third-order MASH modulator and the quantization noise is generated as

follows.

Q(z) = E;+E; +E,

E(L-zY)+{-EQ-zH+EQ-2H) +{-EQ-ZY’ +E(1-71HY

E(L-7"). (3.3)

Note that the high-order MASH modulator has the high-order shaped quantization noise

by canceling the residual noise of thevioes stage. The noise performance is identical to
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Figure 3.3 Cascaded (MASH) architecture.

that of the single-stage high-order topology in thebuy the noise-generation scheme is
slightly different.

The dravback of this architecture is that it requires a decimation filter with multi-bit
input in the ADC, or the multi-moduluswider in the synthesizeWide-spread output bit
pattern induces high-frequengitter at the phase detector output, whickegi more
stringent requirement on the phase detector design compared to the single-stage
architecture. Een though the MASH architecturdefs inherent stability to grorder wer
all regions of operation, the performance will be limited by the noise smeared from the first-
stage modulatoWhen this point is reached, naig in performance will be realized by
adding more stages to increase therall modulator order [39]. An impved architecture

has been proposed by using a second-order modulator at the first stage in the cascade [40].
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3.2.3 Multi-bit modulator

The oversampling ADC with a multi-bit quantizer ptides high SNR for v
oversampling ratio by reducing the quantization noise itself [41]. Byvadtplamger dither
signal at the quantizer input, the stability problem and the nonlineafetyt @re much
alleviated. Havever, imperfect matching of \els mainly due to the AC nonlinearity
limits the averall performance. The use of the multi-bit modulator in frequewnthesizer

design has some tkfent aspects, which will be discussed irtrehapter

3.3  Quantization Noise

The quantization noise fett of theA-% modulator in frequencsynthesis is well
analyzed in the literature [29], [30]. Assuming the uniform quantization, élvererror
power is to be 1/12 where the minimum step size of the quantizer is set to 1 due to the
integerdivider quantization. This noise wer is spread\er a bandwidth of the phase

detector frequencfpp and the frequencfluctuation in thez-domainS,(2) with the NTF

H,(2) is given by

f
fg=z=2 (3.4)

S(2) = IHn<Z>prIZ%%PDEZ Hn(2)]" B

Since the phase fluctuati®@y(z) is the intgration of the frequencfluctuation, it is

on  OF dHn(Z)|2fPD
Z_l| fPD 0 12

So() = (35)

If Sp(2) is a two-sided pwver spectral density (PSD), then the single-sided B@Ds same

asSp(2). When the NTF in Equation (3.3) is assumed Lifzgis given by
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Figure 3.4 Quantization noise (fs=10MHz).

I —
L(2) = Tfmdl—z | | (3.6)

Corverting to the frequerycdomain and generalizing toyamodulator order
2 (m-1)
210) . f
L(f) = M i —% 3.7)
12fpp %[fPD ,

where m is the order of the modulateigure 3.4 shes the colored quantization noises of
the second-, third-, and fourth-ord&r> modulators in frequegcsynthesizers based on
Equation (3.7). As amrxample, the werall quantization noise of the third-order modulator

with 40-kHz PLL bandwidth is plotted together
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34  Dynamic Range Considerations

Numerous theories ki@ been deeloped in sersampling ADC or BC modulators.
Most issues in thA-Z modulator design for fraction&l-synthesizers are similar to those
of the orersampling data ceerters. The main diérence is that the versampling
modulators for the fraction@synthesizers are to be analyzed in the frequendn the
phase domain, while tii@are considered in thekage domain for the data aanters.

By interpreting the well-kn@n results of the \e@rsampling ADC into the frequenc
domain, the generalized equatiogasling the loop bandwidth requirement can beveelri
in terms of the in-band phase noise, the phase detector frggardche order of this—>
modulator

If the in-band phase noise A (radZ/Hz) of the frequencsynthesizer is assumed to
be limited within the noise bandwidth ff(Hz) as shan in Fig. 3.5, the inigrated fre-

queng noiseAf, (rms Hz) withinf. is approximately [42]

o
Af, = 2J’(Aan2)df
fo (3.8)
3

2 2
O /éAn Of .
wheref. > f, assumed. Because the quantizeellén the frequencdomain is eqwalent
to fpp with the frequeng noise ofAf,, as illustrated in Fig. 3.5, the dynamic range of the

Lth-orderA- modulator should meet the folMing condition [41].

3.2L+1 oL+1_f
5 2t qosry? s EA%%? (3.9)
T n ]
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where OSRy is defned in Equation (3.1). Therefore, from Equations (3.1), (3.8), and

(3.9), we obtain

S TR |
+0.5}2L—2 22

2L -2
f< [An oo EEN (3.10)

An integrated phase err®,s [rms rad] is an importanattor for synthesizers in digital

communications, and it is\g@n by

Orms = J2A, CF¢ (3.11)

From Equations (3.10) and (3.11), an approximate upper bound of the bandwidth is

obtained, or

1
f < [ﬁfmsﬁ =+ OﬂZL_l F o (3.12)

Dﬁ U (2T[)2
Equation (3.12) gies an adantage of using an ingeated phase error as a parameter

which is not included in the prmus results [29], [30]. & example, when the phase
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detector frequencis 8 MHz, the upper bound of the bandwidth with the third-ofder
modulator to meet less thaR-ims phase error is 195 kHz. Practicathye required loop
bandwidth is narneer than that by Equation (3.12) since the quantization noise of the 3rd-
order modulator is taperedfafter the 4th pole of the PLL. In thisonk, the loop band-

width is set to 40 kHz with the 3rd pole placed at 160 kHz.

35 Idle Tones

It is knovn that @en high-ordeiA-% modulators generate idle tones with some dc
input. The tonal beh@or of the modulator is easily obsexespecially when the ratio of
the dc input dket to the full-scale inputVel is a rational numbemhe tones occur in the

output spectrum of the modulator at frequencigsrgby [43],

A ff
Froner = AO = [nfg (3.13)
quant )
and
f = d- Poffset O (3.14)
tone2 AquantD s | :

where Aggrser is the input dc déet level andAgant is the full-scale input leel of the
quantizer Even though the tone §,,does not occur within the band, it generates an in-
band tone from the twstrong signals near half the sampling frequddd]. In MASH
architectures, each modulator shoulgéhds avn independent dither to prole the most
decorrelation of the quantization errors [45¢r lExample in an analog implementation,

there will be imperfect matching between stages, which willarthk @erall outcome
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more prone to residual tones of thevives stage [46]. Also, each stage is potentially
capable of coupling higher frequgniones neafy2 into other stages.

In order to eliminate gnaudible artifcts of the repetition of the sequence, it is wise to
choose a sequence length of the modulator that spans at \eaat seconds in real-time
implementation. A typical ay to hae the dithering for the digital modulator is to set the
least-significant bit (LSB) to high all the time [30]. That is, tHeeiffrequeng equialent
to the minimum resolution frequenes added to the desired frequgno decorrelate the
quantization error since inputs whickcée only bits near the most-significant bit (MSB)
position result in a limitycle of short duration and indidient randomness. M the use
of 24-bit sequence, one LSB corresponds to less than 1-Hz frggeenc or less than
0.001 ppm for 1-GHz output. The fractional spur in the frequegaothesizer also stems

from other sources, which will be discussed later

36  Stability

Being cascaded by first-order modulators, the MASH modulators are guaranteed to be
stable rgardless of the number of ord&or that reason, the MASH topology is mostly
employed in synthesizer applicationrFhigh-order single-stage topolqdmilding stable
system is the first step to be ¢émkcare of in the modulator design. There a@Kkinds of
stability considerations. One is small-signal (linear) stability and the othegesdanal
(nonlinear) stabilityFor the small-signal stabilitghe loop is stable as long as all the poles
are located inside the unit circle in thdomain, which can be easily ackee by choosing

the appropriate cotient for the NTE
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However, the modulator may notavk well even with the proper pole location if there
is ary chance for the accumulator or the gregor to be saturated due to nonlinefects
of the feedback loop. Iratt, it happens for most single-bit high-order modulators that do
not have the well-defined small-signahim for the tvo-level quantizerOne possible ay
to avoid this kind of problem is to reduce the maximum input signal range. Unfortynately
reducing the input range as done in datavedsrs is not alled in most synthesizer
applications since the full range of the quantizer should be useditbaay dead band, as

will be discussed in Chapter 4.
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CHAPTER 4

HIGH-ORDER A-X MODULATOR WITH MULTI-LEVEL QUANTIZER

High-orderA-Z modulators déctively shape the quantization noiset kthe stability
problem often limits the performance. The multi-bit high-order modulator is considered in
this work to enhance theverall synthesizer performance. In fallmg sections, the use of
a multi-bit oversampling modulator in frequencsynthesis is introduced, and its

performance is discussed.

4.1  Multi-Bit Oversampling M odulator

As discussed pwously, the high-ordeA-% modulator with a single-bit quantizer is
less sensitie to the nonlinearity of the PLL since noise cancellation is not nece$tary
drawvback of this architecture is the limited dynamic input range due to stability problem.
As shavn in Fig. 4.1, the inability to use the full scale of the quantizees#ie frequernc
synthesizerdce the dead-band problem, unless the reference frgqisemgh enough to
cover all the channels without changing the ggtiedivision ratio. Another possible solution
is to xpand the quantizervel by using arN/(N + 2) dual-modulus dider rather than an
N/(N + 1) dual-modulus dider. By overlapping the intger boundary with the quantizer
level set by anN + 1)/(N + 3) dual-modulus dider, all range of the channels can be
covered. Havever, this approach increases the quantization noise by 6 dB and use of high-
order modulator may require furtheqpansion of the quantizendel for stable operation.

Otherwise, changing the imgfer dvision ratioN does not helpwaid the dead-band in

programming the output frequend@y having a multi-level quantizerthe dynamic input
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Figure 4.1 Architecture comparison; single-bit and troskw

range problem can be sely. The eight-kel quantizer in Fig. 4.1xpands the acte
division range from i, N+ 1} to {N—- 3,N— 2, ...,N + 3, N + 4} without increasing the
minimum quantizer Mel. Therefore, the multi-bit high-order modulator can be easily
designed to be stableer all interpolated range betwelrandN + 1, which is about 12%

of the full range of the quantizefhe etended input range with the multivi quantizer
helps reduce the nonideafesdts at the band edges.

Compared to the MASH modulatghe multi-bit high-order modulator has less high-
frequeng noise at the phase detector output. Although the MASH topology with the same
order can shape the in-band noise more shaitgbyoduces an output bit pattern spread
more widely than the proposed noise shaper does asmshd-ig. 4.2. Diferent from the
integerN synthesizerthe fractionalN synthesizer with thé-~ modulator ma&s the

chage pump hee the dynamic turn-on time after phase-kxatlas illustrated in Fig. 4.3.
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Table 4.1 Modulator architecture comparison.

Single-bit MASH This work

Stability Possibly unstable Stable Stable

< 100% almost 100% > 100%
Input range of quantizer of quantizer of quantizer
Output range at most 2 levels almost 8 levels at most 4 levels
Quantization .
noise (in-band)* Poor Good Fair
Quantization
noise (out-band)* Good Poor Good
Idle tone Fair Fair Good

*Butterworth design is assumed except for MASH.

Widely spread output bit pattern neskthe synthesizer more sengtio the substrate noise
coupling as the modulated turn-on time of the gaapump in the load condition

increases. The architecture comparison is summarizeabie #.1.

4.2  Design of Single-Stage High-Order A—-3 Modulator

The A-Z modulator design for the frequgnsynthesizer has some féifent aspects.
Since it consists of digital blocks\iag digital input and output, the cdiefents of the
modulator can be controlled well. ttever, the modulator design for the frequgnc
synthesizer still dces the analog matching problem since the digital information is
transformed into the phase error in the analog domain when combined with the PLL. The
issues in the design of the digital modulator for frequesyathesizers will be discussed in

the following sections.
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421 Choiceof NTF

Different from the MASH modulatpthe single-stage high-ord&+> modulator needs
careful NTF design for stable operation. Three conditions should be met for the NTF to be
valid [39]. The first condition is satisfying the causality condition tegmethe delay-free
loop that cannot be implemented in the haaky Only the quantization error incurred in
the past is alled to form the current input to the quantiZiuis requirement can be met
by setting the leading cdafients of the numerator and the denominator polynomials of

H.(2) to 1, or
H,() =1, (4.1)

The second condition is the small-signal stabilitye poles of the NTF need to be within
the unit circle in thezzdomain. Since the digital modulator accurately controls the
coeficients, it can be easily met. ttever, the location of the poles must be chestk
carefully when the co@€ient adjustment is done to simplify the haede. The third
condition is the lage-signal or nonlinear stabiljtyvhich is dificult to predict. Empirical
study of the nonlinear stability slwe that the passbandiig should be limited [47].
Butterworth design is a good choice toveahe flat frequernycresponseeer passband and
the passbandagn can be set by controlling the cdtivequeng. Note that to meet both the
causality condition and the passbaathgule, there are no geee of freedom [39]. In other
words, once a Buttemvth filter is chosen, there is one and only one choice offcutof
frequeng that meets both conditions. The Butterth filter for the NTF is often a good
choice and is commonly used in commercial products. One reason for this is that the poles

are relatrely low-Q, and therefore, thA-> modulator tends to be less susceptible to
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Figure 4.4 Third-ordeA—Z modulator with 3-b quantizer

oscillations. It also reduces the high-frequenoise enggy resulting in lav-spread output

bit pattern, which is useful in frequgnsynthesizer design as discussedipresly.

4.2.2 A 3-b third-order modulator design

Figure 4.4 shas the third-order single-stage modulator with the eigletlguantizer
The NTF is dexied from the high-order topology [48], [49] as

(1-7Y°

H(2) = —— = -
A 1-71+0522-0.17

3 (4.2)

To avoid digital multiplication, the coétients of {2, 0.5, 1.5} are implemented by using
shift operations. This constraint slightly moes# the original NTFbut it still maintains

the causality and the stability conditions. The poles of the NTF are designed to be within
the unit circle in the-domain as shen in Fig. 4.5(a). La-Q Butterworth poles are used

to reduce the high-frequenshaped noise erggr, which results in lav spread output bit

pattern.
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Figure 4.5 Proposed modulator: (a) pole-zero plot, and (b) noise transfer functic
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For high-order modulators, it has beenwhahat as the number of quantizevdks
increases, the maximum passbaath@f the NTF can be increased without causing an
nonlinear stability problem [50], [51]. As the maximum passbaaith @f the NTF
increases, the corresponding corner frequémmreases. & example, if the input range is
set to about 80% of the quantizéire maximum passbandig of the NTF can be setto 2.5
for a 2-b quantizei3.5 for a 3-b quantizeand 5.0 for a 4-b quantizérhe corresponding

corner frequencies of the NTF are 0f18.19f; and 0.24; respectrely. This implies that

guantization noise of the third-order modulator can be further suppressed by 16 dB with a
2-b quantizer22 dB with a 3-b quantizeand 25 dB with a 4-b quantizer [50]. As g
in Fig. 4.5(b), the NTF of the proposed modulator has the passhandfg3.1 and the

corner frequencof 0.18 f for the clock frequencfs. Note that the high corner frequgnc

is preferred for in-band noise suppressiat,iincreases the high-frequegnmoise enegy.
Figure 4.6 shas the time-domain simulation of theviiion ratio for 1000 sequences
generated by the 3-b third-order modulafbine simulation is done with the betaral
model of the gte-level modulator in PSPICE. The fractionaltdion ratio is set to
1/4+1/2" and the 16th bit is used for dithering. That is, the actual fractiovialati ratio
is 1/4+1/27+1/216, Note that this interpolator uses mostly the closely spavesiati val-
ues ofN, N -1, andN + 1 to generate the fractionadlue. The &st Fourier transform
(FFT) of the modulator output is skio in Fig. 4.7. As predicted from the NTF in Fig.
4.5(b), the quantization noise has tla passbandain with the corner frequenof less

than 0.2
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Figure 4.6 3-b third-order modulator output streanNer 1/4 + 1/Z division
with dithering in time domain.
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Figure 4.8 Autocorrelation of 2000 samples itk 1/2 + 1/2'% division.

The discrete &urier transform does not pride thetrue paver spectrum, particularly
when the signal is aperiodic or randorn.SEe the randomness of the output sequence, the

autocorrelation estimate is used and it \@giby [52]

Ry(n) = %NilX(m) X(m+n) (4.3)
m=0
Figure 4.8 shas the autocorrelation of 2000 output samples with the fractionigiah
ratio of 1/4 + 1/3+ 1/2'8. For the random signal, the autocorrelation function should be
zero ecept forR (0). A high peak-to-rms peer ratio of pattern noise sequence is harmful
since it may produce an audible tones in the baseband for some dc wefsi{48]. It is

known that the high-order noise shaping with the multi-bit quantizatioresntile dither-

ing more eficient.
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Figure 4.9 Multi-bit @ersampling: (a) ADC, and (b) frequegnsynthesizer

4.3  Phase Detector Linearity

In general, the multi-bit modulatorsveano linearity problem,lt when it is com-
bined with the PLL, the nonlinearity of the phase detector is a concern. Figure w9 sho
the similarity between the multi-bitversampling ADC and the frequgnsynthesizer
having the multi-bit modulatorThe frequeng synthesizer has the multiviel feedback
inputs in the time domain generated by the modulated multi-modulaideriiwhereas
the multi-bit ADC has the multi-leel feedback inputs in theoltage domain generated by
the multi-bit DAC. It is well knavn that the multi-bit BC limits the in-band noise perfor-
mance as well as the spurious tones performance. Therefore, the samerlighthe
multi-modulus dvider with the modulator may be intwigly expected. Havever, the
multi-modulus dvider and the modulator ceeys the information in the digital domain
without haring the linearity issue. The phase detectoveds the digital quantity into the

analog quantity by generating the multi-phase errors, and the phase detector nonlinearity
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is considered the main contutor for the nonideal &cts of theA—-% modulated fre-
gueny synthesizer

Periodic tones are visible in simulations when theésain ratio is close to the frac-
tional-band edges. Figure 4.10 slsothe simulation results for thevdiion ratio ofN +
1/27 with 0.1% and 1% mismatchesorFsimplicity, the simulations are done in the fre-
gueny domain rather than in the phase domain toastiee nonlinearity déct in the
open-loop condition. The results shthat the nonlinearity limits the spurious tones and
the in-band phase noise. In the simulation, the third-order modulator has a @B lo
spur level than the second-order modulatdherefore, higheorder modulators are

needed not only for @er in-band noiseui also for laver spur leels.
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CHAPTER 5

DESIGN CONSIDERATIONSFOR HIGH SPECTRAL PURITY

A frequeny synthesizer generates a stable signal, which is ideally a single tone in the
frequengy domain. In realitythe signal is not pure at all, and the anted information is
added in tvo ways: random or deterministic [42]. Phase noise and spurious tones often limit
the overall synthesizer performance. The noise from the synthesizer without the VCO and
the spurious tones can be reduced by mang the PLL bandwidth, Ut the narrav-band
PLL sufers from long settling time. It also put stringent requirement for the VCO noise
performance. Therefore, there is a tradetofdetermine the synthesizer performance in
terms of the phase noise, the spurious tone, and the settling time as illustrated in Fig. 5.1.
In this chapterthe system-lel design of frequerycsynthesizers for high spectral purity

will be discussed.

51 Phase Noise

Phase noise is the randomness of the frequaenstability In RF frequeng
synthesizers, the phase noise is one of the most important specifications. Figure 5.2(a)
shavs the @ample of the blocking-signal specification for GSM reees [53]. The RF
signal is mixed with a local oscillator (LO) signal @o to an intermediate frequen@F).
Although the receer’s IF filtering may be siitient to remee the interfering signa’main
mixing product, the desired sigrafixing product is maskl by the davncorverted phase

noise of the LO. Since the wer of the desired signal asi@s -102 dBm is much weak
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Figure 5.1 Design tradefdh PLL-based frequernycsynthesizer

than that of the blocking signal, the noise on the LO significantlyades the recer’s
sensitvity and selectiity. In digital communication systems, the optated phase noise of
the synthesizer is also important in determining the bit error rate (BER). Thyeatetd
phase noise in rms geees ger an interesting band wes the radial position of avgin bit-
state and causes @de bit resulting in the increased BER. In freqyesynthesizers, the
phase noise within the loop bandwidth mainly determines thgratexl phase error
Accordingly wide-band synthesizers should agkidow in-band phase noise to maintain

the same ingrated phase error
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5.1.1 Phasenoise generation principle

By interpreting the noise as a normalized signal within 1-Hz bandwidth, the phase noise
can be analyzed by emplag narrav-band FM theory [54]-[56]. The oscillator outjsit)
can be gpressed by
S(t) = V(t)cogw,t +6(t)] (5.1)
where V(t) describes the amplitudeanation as a function of time, ar@ft) the phase
variation or phase noise. A well-designed, high-quality oscillator is amplitude-stable, and
V(t) can be considered constantr & constant amplitude signal, all oscillator noise is due

to 6(t). A carrier signal of amplitude and frequengf,, which is frequeng-modulated by

a sine vave of frequeng f,,, can be represented by
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Af .
S(t) = Vcos%»oH msmwmt%, (5.2)

whereAf is the peak frequegaleviation andd, (=Af/fy) is the peak phasewation — often
referred to as themodulation index m. Equation (5.2) can bejganded as

S(t) = V[cos(wot)cos(epsinwmt) - sin(wot)sin(epsinwmt)] _ (5.3)
If the peak phase diation is much less thanﬁ)é « 1), then the signe(t) is approximately

equal to

S(t) = V[cos(w,t) — sin(wot)(epsinwmt)]

] 0 0
VEcos(wot) - 5"[ cos( W, + Wyt — cos(w, — w)t] E (5.4)

That is, when the peak phasevidéion is small, the phase \dation results in frequegc
components on each side of the carrier of amplitudg/af This frequeng distribution of

a narrevband FM signal is useful for interpreting an oscillaqriwer spectral density as
being due to phase noise. The phase noise in a 1-Hz bandwidth has awerte-pawver
ratio of

2

2
9_p: erﬂ (5.5)

2
L(fm)ZS/VnE: 4~ T2

The total noise is the noise in both sidebands and will be denot®gd Dhat is,

2
Se — zerms: 0

2 rms

= 2L(f,) (5.6)
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5.1.2 Integrated phasenoise

As mentioned praously, the intgrated phase fluctuations in rmgdees can be useful
for analyzing system performance in digital communication systemgréiee noise data
over ary bandwidth of interest is easily obtained from the spectral density functions.

Integrated frequencnoise (rms Hz), commonly callegsidual FM, can be found by

Af, = A/IZZL(fm)frzndfm (5.7)

Integrated phase noise (rms rad) is determined similarly

NG, = /IZZL(fm)dfm (5.8)

For example, the intgrated phase noise of -38 dBc corresponds to 0.0178 (rms rad), or 1

(rms dg).

5.1.3 Effect of frequency division and multiplication on phase noise

It is interesting to kne the efect of frequeng division and multiplication on phase

noise [54]. Equation (5.9) states that the instantaneous Bffgsef a carrier frequernc

modulated by a sineawve of frequeng f,, is given by

8.(t) = w.t + 2 sinco, t (5.9)

fm
Instantaneous frequenes defined as the time rate of change of phase, or

dg; _ Af <
i — W, Cosw,t < w, +Aw . (5.10)

w = fm
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If this signal is passed through a frequeddider that dvides the frequerycby N, the

output phas@,(t) will be given by

_Wot Af
B,(t) = N + msmwmt . (5.11)

The dvider reduces the carrier frequgnay N, but does not change the frequgmd the
modulating signal. The peak phaseidéon is reduced by thewdde ratio ofN. Since it
was shwn in Equation (5.5) that the ratio of the noisevppto carrier paver isep2/4, the

frequeng division byN reduces the noise wer byNZ.

5.1.4 Noisegeneration in frequency synthesizers

In synthesizer design, it is important to identify the phase noise adrdridrom each
source. Oerall phase noise is determined mainly by three noise sources, the VCO, the PLL
including a frequencdivider and a phase detectand the reference source. The noise
contributions of each source for thevgh PLL open-loop gn are plotted in Fig. 5.3. The

VCO noise that has the slope of -30 dB/dec Wwelwe frequeng f; and the slope of -20
dB/dec abuwe f; is suppressed by the open-loagnG(f) that has the slope of -20 dB/dec
from the zero frequend, of the loop filter to the unityan bandwidttf,,;, and the slope
of -40 dB/dec bel f, Since the PLL does not pride ary suppression for the out-of-band

VCO noise, the VCO noise often determines the out-of-band phase noise in standard
integerN synthesizers. The PLL noise by the frequediider and the phase detector as
well as the reference source noise determines the in-band phase noise since the PLL

suppresses only out-of-band noise. Also, their noise catitibat the synthesizer output
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is multiplied by the diision ratio as eplained in the prgous section. Since the in-band
noise is a dominanattor for the intgrated phase errahe lav-noise design of the phase
detector and the frequendivider is important assuming that a stabléemal reference
source is @ailable. Therefore, optimizing the loop filter is important as each noise source
is sensitve to the open-loopain of the PLL. As shen in Fig. 5.3, the open loo@am needs
to be carefully designed tovethe @erall output noise meet the system specification.
Different from intgerN synthesizers, th&-% fractionalN synthesizers va@ another
noise source, or th&2 modulator It can possibly &kct both in-band noise and out-of-
band noise, depending on the design. The in-band noise may be limited by the modulator
due to poor phase detector nonlinearity rather than by the PLL noise or by the reference
source, and the out-of-band noise can be possibly determined by the residual quantization

noise of the modulator rather than the VCO noise, which will be discussed later

52  SpuriousTones

While the phase noise represents the randomness of the fregtagnility, the spurious
tone is set by the deterministic beima. Since the spur generation is considered the
systematic déet in the PLL, it is relately easy to impree the spur performance up to
certain leel compared to improng the phase noise performance. The open-laop g
determines the spur performance at the systesi-ldesign, and the phase detector

including the chage pump mainly limits the performance at the circwelaesign.
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5.2.1 Spur generation principle

A spur is the nonharmonic discrete frequetane. The spurs in a PLL result from the
FM modulation by the VCO because the VCO is naturallylage-to-frequenccornverter

[16]. Let V(1) be the VCO input signal.df simplicity, V,(t) is assumed to be a sinewe
which has an amplitud&Vp,eacand a period,;*. That s,
Vin(t) = AV peg B8IN(f ) (5.12)

Then, a peak deation frequeng from the VCO center frequepnéfy,q,is obtained by

Afpeak = KVCO mvpeak , (5'13)
whereK,q is the VCO @in [Hz/V]. A modulation inde mis obtained by
Af
m = —Leak (5.14)
fn .

A frequeng-modulated signal can bemessed by a Bessel function series wiguarent
m. For a narravband FM (h < 1), Jy(m) = 1,J:(m) = mV2, andJ,(m), I3(m), ... ,J4(m) are

approximately zero. Thus, the single sideband-to-carrier ratio (dBa)eis gy

10Iog%]cl)ggg = 10log %‘g = 10log 1 peatf (5.15)

Oaf, 0.
Equation (5.15) implies that the magnitude of spur can be decreased not only by decreasing
Afgeakbut also by increasinfy,

High-order loop filter design is necessary to invprthe spur performance. Figure 5.4

shaws the open-loopajn of the type-2, fourth-order PLL. As illustrated in Fig. 5.4, the tw
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out-of-band poles df; andfy,, provides additional spur suppressiorneg by

APy = 20|og%%%+ 20|ogg%g (5.16)

When the spur il is gven by the déce, the only vay to reduce the spur in igerN
synthesizers is to ke the narraver loop bandwidth or to ka a highetorder loop filter

with the dgraded phase n@in resulting in longer settling time.

5.2.2 Spur generation in frequency synthesizers

A chage pump combined with the digital P/FD is widely used in modern synthesizer

ICs. Haring a neutral state, the ideal ofparpump preides the infinite dc gin without
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using an acte loop filter In other vords, the type-2 PLL is possible with the pasdilter
and the zero static phase error is agik It also preides the unbounded pull-in range for
second-order and higherder PLLs if not limited by the VCO input range [57]. The gear
pump, hevever, is sensitre to aly nonideal eiects of the PLL since the timing information
is corverted to an analogue quantity ioltage at the output of the clgarpump. One of the
practical design issues in PLLs is the unbalancegklaignal operation caused by the
chage pump [58]. It ma&s the chaye pump the dominant block that determines thel le

of the unvanted FM modulation causing the reference.spur

5.2.2.1 Leakagecurrent

One source of the reference spur is the leakage current caused bydbeanap itself,
by the on-chip &ractor or by ary leakage in the board. The leakage current as high as 1 nA
can be easily present in submicron CMOS. The phdsetafue to the leakage current is
usually ngligible in digital clock generationubthe reference spur by the leakage current

is possibly substantial in frequgnsynthesizers as sha in Fig. 5.5. The phasefeét @,

(rad) due to the leakage currégt with the chage pump currenit, is gven by

|
9, = 2= (5.17)
cp -

The sideband due to the phasdsef can be predicted using the namtband FM

modulation [16]. The amount of the reference sy, (dBc) in the third-order PLL is

approximately gien by
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Figure 5.5 Phasefskt due to leakage current.

|
doR o O
P = 20Iog§ on % VCO%zomgg-fielE (5.18)
E 2Ehcref E P1 s

whereR is the resistor in the loop filteKy,cqo is the VCO @in, f¢ is the reference
frequeng for the P/FD, anéj, is the frequencof the pole in the loop filteWhen the loop
is assumed to beverdamped, the loop bandwidfg,y, with the dvision ratio N is

approximated by

fow 0= Znmm (5.19)
Then, Equation (5.18) becomes
few N DfrefD
PSpur = 20IogDf [N EtpSD ZOIOng (5.20)
re Pl

For example, if we assume thiggs= 200 kHz fg\y, = 20 kHz,f, 1= 2 GHz (i.eN = 10 000),

for =80 kHz,lcn=1 mA, andg5c= 1 NA, the reference spur will be
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_ (120 kHz. 1nAm (200 kHz
Pspur 20log (P00 kHz x 10000 x %T[l mA D 20log 080 kHz U (5.21)
= —52dBc .

If the spur leel is not enough to meet the requirement, the loop bandwidth should be further
narraved, or the chge pump current should be increased. Note that reducingvie®di

ratio by increasing the reference frequeisoery helpful to impree the spur performance.

5.2.2.2 Mismatchesin charge pump

Another consideration is the mismatch in the ghgrump. Since CMOS chge pumps
usually hae UP and D@&/N switches with PMOS and NMOS, respeely, the current
mismatch and the switching time mismatch occur in dumping thgeharthe loop filter
by UP and D@VN operations. The circuit needs to be optimized to minimize théesstef
When the mismatch is\g@n in the chaye pump, it is important to reduce the turn-on time
of the P/FD that is equalent to the minimum pulse width of the outputs which is necessary

to remwe the dead-zone. The phasksefg, due to the current mismatch can be estimated

as illustrated in Fig. 5.6. Let the turn-on time of the P/FD, the reference clock period, and

the current mismatch of the cgarpump denoted it,,, T,er, @andAi, respectiely. The

amount of the phasefeét is gven by

i

ZnD?ti‘ L A1
ZTEDT—On DA— (5.22)
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Figure 5.6 Phasefskt due to chge pump mismatch.

whereAi > 0 is assumed. Then, the spwelecan be also dered similarly from Equations
(5.20) and (5.22). ¢t the turn-on time of 10 ns in the P/FD and the same conditien gi

for Equation (5.21), the mismatch of 0.1%eg the amount of spur determined by

_ 120 kHz 10 ns . 200 kHz
Popur = 20009 7o X 10000 (270x & s * 0001 2000g grrrt
= —46 dBc . (5.23)

This shaevs hav important to design the P/FD and the gegoump with the minimum turn-
on time as well as with the minimum mismatches. The minimum turn-on time is also
important to reduce the noise contttiion of the chage pump current to the PLL. Since the

minimum turn-on time in the P/FD depends on the output loading by thgeghamp and
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Figure 5.7 Digitally programmable phaséset scheme.

the switching time of the chge pump, the P/FD and the cpaipump should be considered
together in the design.

Equation (5.22) ges the idea that the phaséset can be digitally controlled if the
current mismatch of the clgg pump is digitally programmed. As shoin Fig. 5.7, the
fine tuning of the phasefeét on the order of picoseconds can be done by controlling the
UP and the DWN current. In frequenc synthesis, this techniquevgs additional
flexibility to reduce the reference spur with the posttrimming if thegghaump control

bits are included in the controlond.

5.2.2.3 Timing mismatch in P/FD
The timing mismatch is inherent in the P/FD with the single-endedelparmp since

the UP and the D@N outputs hae to drive PMOS and NMOS switches.éhay assume
that the single werter delay of 100 ps\gs the phase fsket of 21 Dlg%s. If this value is

put in Equation (5.20) with the same condition used for Equation (5.21xpeetealmost
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Figure 5.8 Phasefskt due to P/FD mismatch.
-26 dBc spurreaching to the wrong conclusion that the singlie glelay mismatch in the
P/FD is &ir dominant wer atry mismatch in the chge pump. The &ctive FM noise due
to the timing mismatch in the P/FD,wever, is also suppressed by the ratio of the turn-on
time of the P/FD to the reference period as illustrated in Fig. 5.8. When the delay mismatch

Aty is much smaller than the P/FD turn-on timg,, the amount of the spur is

approximately gien by

O ew 2T[) At,, A [F ref D
020logG— E( D— 20log (5.24)
Df ref DTref DTref O O oy P1

spur

By using Equation (5.24), the singlev@mter delay of 100 ps\gs -64 dBc spur with the
same condition for Equation (5.21). Thus, the timing mismatch in the P/FD is less

significant compared to the leakage current or the mismatch in tlgeeghamp.
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Figure 5.9 Closed-loop simulation of third-order PLL with noniddalces
(fref= 200 kKHZz fgyy = 16 kHz,fy; = 80 kHz, andN = 4).

A closed-loop behaor simulation is done toerify the analysis. In Fig. 5.9, the spur
levels at 200-kHz d§et in the VCO output are plotted with the nonideal conditions caused
by the leakage current, the cgampump mismatch and the P/FD mismatahréduce the
simulation time, a third-order PLL with thevdiion \value of only 4 is taén with the
reference frequenoof 200 kHz. Since the dsion value is too small to measure the spur
level with the practical condition, thefe€t of the nonideal conditions areaggerated to
get the sufcient spur lgel which is much higher than the numerical noise from the

simulator using the coarse time step. The loop bandwidth is about 16 kHz. The prediction
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of the spur with the fourth-order PLL is straightfand when the spurvel in the third-
order PLL is g¥en. The results of each case are close to those obtained fromvibegre

analysis.

5.2.24 Spur by A-X modulator

In fractionalN frequeng synthesizers, th&—3 modulator is an another source for the
spur generation. The idle tone of the modulator can cause the spur since the input of the
modulator is alays dc. The dithering is useful to suppress the idle tarecdnnot
eliminate the idle tone completelyhe efect of the idle tone tward the spur in the
frequeng synthesizer may be significant when tHedfof the phase detector nonlinearity
is combined, as pveously discussed. Another mechanism is the beat tone generated by the
harmonic of the phase detector frequeand the VCO output frequendNVhen the VCO
output frequeng is close to the harmonic of the phase detector frequéine tone is
generated at the correspondintseft frequeng. Therefore, additional ffrts are necessary
in fractionalN synthesizers to reduce the phase detector nonlinearity with the proper phase
detector design, and to minimize the harmonic coupling with careful layouplmorand

packaging.

53  Settling Time

Settling time indicates hoagile the frequencsynthesizer is to select the channel and

is an importantdctor in multi-slot wireless applications such as a GPRS system.
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Figure 5.10 Stateariable description of type-2, second-order gegonump PLL.

53.1 Statevariabledescription of PLL

A state wariable description of the PLL helps to understand the internal syateahles
such as theoltage across the capacitor in the loop filenich cannot be described with
the input/output (I/O) transfer function [59], [60]. Figure 5.10veéhthe equialent model
of the type-2, second-order chgarpump PLL with associated stat@iables. The phase

error @(t) and the wvltagev,(t) across the capacitor in the loop filter are stateables of

the system. Then, the stat@able equations arevgn by

Il

E d(g(tt) = — KVCOVC(t) - KVCO' CPR [t[)(t) + dzit)

0

OdVe(t) _ lep

H7w T | (5.25)

wherelcpis the chage pump output current. When the system is in a steady state, the state

variables must be constant. Then, the state equation in the steady state y/Qi
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[l
de
O - N - ae
0 d_ts = 0=-KycoVes—Kycol cpR Bps"’a
O
OdVes _ _lep
G = 0=¢ | (5.26)

where the subscrig denotes the steady state of the stat@ables. If the input phase is

assumed to be a ramp, or

0
0o, t<0 . (5.27)
Then,

Aw
Kvco

Vs =

S

(5.28)

From Equation (5.28), the pbical meaning o¥-(t) can be considered the controltage

to retune the VCO by an amountZab.

53.2 Sewrateof PLL

When the PLL is in frequeg@cquisition mode, the settling time is often limited by the
nonlinear behdor due to the laye-signal operation. The nonlinear settling time analysis is
pretty similar to that of an op amplifi&vhile the op amplifier design considers the settling
time in the wltage domain, the PLL does in the frequedomain as shen in Fig. 5.11.

Similar to the op amplifier design, the wsleate of the PLL, SR | (Hz/s), based on

Equation (5.28) can be defined by

SRy | = -SP K (5.29)
PLL = "C -hvco. :
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Figure 5.11 Settling time of PLL.

wherelqpis the chage pump output current, ar@ is the \alue of the capacitor that

determines the zero of the loop filter
It is interesting to kn@ whether the settling time is limited by wieate. Wth the first-

order approximation, the frequensettling wer time is gien by

_t
T

0
f(ty=f,d—e "
0

|

(5.30)

wheref, is the desired output frequgnandt,, is the loop time constant or thes@nse of
the natural frequenyaw, When the loop transient is notwidimited, the slev rate of the

PLL with the frequengdividerN is higher than the slope of the function by Equation (5.30)

att=0, or

lcp df _ fo _ lcp Kyeco
?[cho>at:0—_[—n—fom ?DT (531)
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Then,

I f2
CP 0
—_—_—— .
C N EIlVCO . (5 32)

Therefore, the sk rate should be considered in the settling time when Equation (5.32) is
not satisfied. Note that thevierse relation of Equation (5.32) also implies the condition of
the maximum slope for the proper frequgmnamping when the frequepacquisition aid

is done by ramping the VCO inpubitage [16].

5.3.3 Settling timeincluding slew rate

The settling time including the slerate can be analyzed as illustrated in Fig. 5.11. The

frequeny over time is described as

0
Ol ~pK
O-SPVeon t<t,
0 C
f(t) = O {
%(f f)EJ. _E‘EJ t>t
—_ _e ,
E o~ Tt/ = 1 (5.33)

wherefy, is the boundary between the lineagion and the nonlineargen, and it is gien
by

- lerKveo (5.34)

fa C t1_

In the lock-in range, the time for the PLL to be settlef} twithin the frequengerrorf, is

given by

t

(f,—f. e "<f, (5.35)
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That is,

—f
t>|nEf£--—‘-15Etn (5.36)

o f, O

Then, the total settling timigeyye Of the PLL is gven by

— f
H+|n§iT—EEnn (5.37)
€ 1

tsettle

wheret, is obtained from Equation (5.33).

54  Frequency Accuracy and Resolution

In PLL-based frequencsynthesizers, the output frequgraccurag is as good as that
of the reference source since the phase-lock technique guarantees the zeroyfergoienc
in the loclked condition. The required frequgnaccurayg is typically less than fe ppm.
However, the frequeng drift of the lav-cost crystal oscillator is a concern, and it easily
degrades the system performance. As the> modulated fractionaN synthesizer
generates the output frequgmwith an arbitrarily fine frequeyaesolution, the frequegic
drift by the crystal oscillator can be compensated by the synthe3izerfrequeng

resolutionAf of the synthesizer is determined by

f
Af = =2 (5.38)
2"

whereN is the number of bits of the-= modulator andp, is the phase detector frequgnc

Such a fine frequegaesolution also mas the synthesizer accommodateious crystal
oscillators without reducing the phase detector frequemhich is useful for the noise

performance.
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Figure 5.12 Oerall synthesizer noise illustration with third-order
modulator (not to be scaled).

55  PLL Loop Parameter

For an wersampling ADC, the decimation filter is necessary to enhancevémnallo
dynamic range. In frequensynthesis, this filter cannot be used sinceME modulator
has to operate at the phase detector frequémcthe best performance, asptained
previously. A PLL, howvever, will do a similar job since its transfer function suppresses the

high-frequeng noise as a le-pass filter Figure 5.12 shaes the noise contritiion of a
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third-order modulator in a type-2, fourth-order PLL. As the quantization noise of the third-
order modulator has the slope of +40 dB/dec, the fourth pole is required to taper out the
guantization noise at high frequgné€or example, a 40-kHz loop bandwidth will induce
theoretically less than -120 dBc/Hz in-band phase noise and the out-of-band noise is further
suppressed by the additional poles as seen in Fig. 5.12. Note that the quantization noise is
not multiplied by the dision ratio when it is referred to the output phase noise of the
synthesizerbecause it is generated by the freqyenodulation haing the resolution of

one VCO clock period.
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CHAPTER 6

IMPLEMENTATION OF A 1.1-GHZ CMOSFREQUENCY SYNTHESIZER

Despite their high performance, fractiomfrequeng synthesizers with on-chig—-=
modulators hae not been widely used in wireless handset applications due to their
hardware complgity and high pwer consumption. Lw-cost and la-powver CMOS
fractionalN synthesizers using the digiphase techniques et ehibited significantly
better noise performance compared to that ofjgrBl synthesizers. In thisovk, a 1.1-

GHz CMOS fractionaN synthesizer is implemented to meet most wireless applications,
including multi-slot GSM, AMPS, 1S-54, CDMA (1S-95), and PDC. Among these
applications, the multi-slot GSM requires both agile switching andimse performance,
and it is chosen as a g@t system in this @ark. The ley specifications for the synthesizer

are listed belw.

» Technology: 0.54am CMOS

» Output frequenc 880-960 MHz

* Frequenyg step: 200 kHz

» Frequeng resolution: < 1 Hz

« Integrated noise: <2rms with less than -125 dBc/Hz @ 600-kHfsef

* Spurious tones: < -55 dBc @ 200-kHfset, < -75 dBc @ 400-kHz fsket

» Settling time: < 25Quis
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Figure 6.1 Functional block diagram of the synthesizer

6.1  System Architecture

Figure 6.1 shas the functional block diagram of the fractiomafrequeng synthe-
sizer All the synthesizer blocks are to be fully igitated &cept the VCO and the loop fil-
ter. Since a third-ordeA-2 modulator is used, a type-2, fourth-order PLIvihg two
additional out-of-band poles is designed to filter out the quantization noise of the modula-
tor at high frequencies. A standard frequedivider confguration is used with an 8/9
prescalera 3-b auxiliary counteand an 8-b main countaevhich results in a 11-b maxi-
mum dvision ratio. The use of 4/5 prescalerfstd from high paer consumption by dig-
ital counters and the 16/17 prescalerfexsffrom the lage minimum drision ratio. The

asynchronous counters are used teghe pwer consumption, which will bexplained
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later The system is configured to be compatible wxilsteng integerN frequeng synthe-
sizers.

In this work, a tri-state chge pump with the P/FD is empled to aoid using an
active filter. It provides lav powver consumption with the passiloop filter and less sensi-
tivity to the substrate noise couplingea though the linearity performance may not be as
good as that of the aeé loop fiter. The P/FD and the ctge pump are designed toviea
four different sets of the phase detectaingand to wrk with both positre- and ngative-
gain VCO.

The band-gp reference circuit generates a temperature-independent output current for
the chage-pump. It also é&eps the PLL bandwidth constaneotemperature. The control
logic takes the 3-b output of th&®-> modulator and prodes the randomized data to the
counters. A pseudorandom sequence with a lengtR*dé Zised with LSB dithering. The
fine frequeng resolution of less than 0.001 ppm can m#ie synthesizer compensate for
the crystal-frequencdrift with a digital word. It can also accommodatarious crystal
frequencies without reducing the phase detector frequenc

In the folloving sections, detailed design issues are discussed for majdndg
blocks, including the P/FD, the clgarpump, the frequendivider, the bias cell, and the

digital cells.

6.2 P/FD

Providing frequeng acquisition aid, the P/FD is a popular digital phase detector

combined with the chge pump in frequeryc synthesizer applications, while other
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Figure 6.2 Modified D-type P/FD.

applications such as data-rgeoy systems empjodifferent schemes [61]. The P/FD is
mostly implemented using either D-type masieve flip-flops or R-S latches. The latter
offers higher speed than the former [62]t the impreed edge-triggered D-type flip-flop
shown in Fig. 6.2 maks it possible to e the P/FD achwe high timing resolution [63].
It also has the small number of transistors, which helps to reduce the noiseutiontbip
P/FD.

The dead-zone of the P/FD is a concern sincegtaies the noise performance by
reducing the open-loomi of the PLL in the loakd condition. This crossver distortion
is mainly caused by the indgient turn-on time for the chge pump when the P/FD
generates the pulse width for a small phase.dtroan be @oided by gving an additional
delay for the reset time in the P/FD to yid® an enough turn-on timew® factors
determine the minimum turn-on time of the P/FD. One is the capacitance loading at the

output of the P/FD. The time constanveqn by the channel resistance of the output
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transistor and the load capacitance determines aliagf (or rising) time abee the
threshold wltage to turn on the UP (oMD) switch. This dict can be minimized by faemg
proper transistor size at the output stage. The other comes from the-pharp turn-on

time itself. Since the chge pump output current is completely turnefliofthe tri-state
mode, the turn-on time of the current mirror determines the minimum turn-on time of the

P/FD, which is usually a dominaradtor in the design of high-performance geapumps.

6.3  ChargePump

The tri-state chagre pump is popular in frequensynthesizer applications since it
malkes a type-2 PLL possible with the passlioop fiter. It also preides lav power con-
sumption with tri-state operation. In the standardjet®\ frequenyg synthesizerthe out-
put current of the chge pump can be as high as 10 mA [64] tovjdte better spur
performance eer the leakage current and toveehigh SNR at the output of the char
pump for lav noise contrilation to the PLL. Vith tri-state operation, the current consump-
tion of the chage pump in the loadd condition is laver than fev hundreduA depending
on the phase detector frequgrand the turn-on time of the P/FD. The use of a tri-state
chage pump is also important to minimize the substrate noise coupling whérsXhe
modulator is on the same die. By turning it on ltyiéetween the rising and thalling
edges of the reference, the substrate noise coupling can be significantly reduced.

Three typical topologies are sko in Fig. 6.3. First one in Fig. 6.3(a) is the gear
pump with the switch at the drain of the current mirror MOS. When the switch is turned

off, the current pulls the drain of M1 to ground. After the switch is turned onpttege
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Figure 6.3 Single-ended clgarpumps: (a) switch in drain, (b) switch iate,
and (c) switch in source.

at the drain of M1 increases from 0 V to the loop filigltage held by PLL. In the mean-
time, M1 has to be in the lineamyien till the wltage at the drain of M1 is higher than the
minimum saturation eltageA;. During this time, high peak current is generateeine
though the chge coupling is not considered. The peak current is generated fromathe tw
series turn-on resistors of the current mirror and the switeindnéghe wltage diference
equvalent to the outputoltage. On the PMOS side, the same situation will occur and the
matching of this peak current is fikult since the amount of the peak curreaties with

the output wltage. Figure 6.3(b) sins the chage pump where theage is switched
instead of the drain [65], [66]. ¥ this topologythe current mirrors are guaranteed to be
in the saturation ggon. To achiee fast switching time, hwever, the bias current of M3
and M4 may not be scaledwlo since the transconductargg affects the switching time
constant in this configuration. Thatg capacitance of M1 and M2 is substantial when the

output current of the chge pump is high and when the long channeiaeis used for



80

M6 [l-¢ i
UPB
upP ouT uPB - _I\/I2 M4 |- up ouT
- ouT
PB
UP{[m3 ™4 |—U 4@'—2 mi|FPW
DW DWB DWB [ M3 ML |- ow DWB
| | ICP ICP
DW DW

|||—0

(@) (b) (©

Figure 6.4 ¥riations of single-ended clyg pumps: (a) with ac amplifier
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better matching. @ sare the constant bias current, tregegl bias current can be emysd
cooperating with the PLL at the cost of conxitie [67]. The switch can be located at the
source of the current mirror MOS as &imoin Fig. 6.3(c) [68]. M1 and M2 are in the satu-
ration all the time. Dierent from the gte switching, theg,, of M3 and M4 does not fafct

the switching time. As a result, thendoias current can be used with high output current.
This architecture ges fster switching time than thatg switching due to W parasitic
capacitance seen by the switches.

In addition to the typical configuration discussedvymasly, some wariations are done
to improve the performance. Figure 6.4(a)wisdhe chage pump with an acte amplifier
[69], [70]. With the unity gin amplifer, the wltage at the drain of M1 and M2 is set to
the wltage at the output node when the switch fd@fvoid linearregion operation of
M1 and M2 and to reduce the charsharing ééct when the switch is turned on. Another

one is the chge pump with the current steering switch assshm Fig. 6.4(b). The per-
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Figure 6.5 Programmable chgarpump.

formance is similar to the one st in Fig. 6.3(a), bt the switching time is impxed by
using the current switch. This structure\pdes high-speed single-ended depump. In
Fig. 6.4(c), the inherent mismatch of PMOS and NMOSasdad by using only NMOS
switches [71]. Hwever, the current mirrors, M5 and M6, limit the performance unless
large current is used. Since the current does netifidhe current mirror when UP switch
is turned of, this architecture is stillar from the diferential topologyFrom the abee
investication, the source switching is considered attvaaiue to the simple structuremo
power consumption and comparable switching time.

Figure 6.5 shas the schematic of a programmable gegrump designed to minimize
the turn-on time of the P/FD without creating a dead zoneingdhe switches, M1, M2,

M19, and M20, at the source of the current mirror impsothe switching speed while
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keeping the switching noisedo Current mirrors, M5 - M18, are cascoded to increase out-
put impedance, and four tifent output currents can be generated with the contrb] bit
at each stage. The capacitors MC1 and MC2 are added to reduce tfeeahgling to
the cate and to enhance the switching speed. The control bit PD and the complementary
bit PDB force the current mirrors to be turnetichfring the paerdonvn mode. Note that
the P/FD and the chge pump are triggered at thaling edge of the clock to reduce the
substrate noise coupling becauseAh€ modulator is triggered at the rising edge. The
clock for theA—Z modulator is slightly delayed so that the turn-on time of the P/FD can be
separated from thealling edge of the clock for further reduction of the substrate noise
coupling. The outputaltage compliance of the clygr pump is designed to bedar than
the range of 0.5 to 2.5 V with 3-V supplyay process and temperatuagiations.

In fractionalN frequeng synthesis, the phase detector linearity is importantwerlo
the in-band noise and the idle tones. The simulation result in Fig. 618 she relation
between the phase detector linearity and the minimum turn-on time of tlge ghanp.
Accumulated chaes after 7 clockycles are plotted for each phasésef using diferent
chage pumps that require tBfent minimum turn-on time combined with the P/FD. Note
that the minimum turn-on time sha in Fig. 6.6 and the actual turn-on time used in the
P/FD may be independentof~example, the chae pump hang the minimum turn-on
time of 3.4 ns with the P/FD turn-on time of 28 ns produces better linearity than the char
pump with the P/FD minimum turn-on time of 28 ns. Less minimum turn-on time in the

plot implies better phase resolution of the phase detectdit can be done bgdter chaye
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Figure 6.6 Chae pump linearity with di€rent minimum P/FD turn-on time.

pump switching. Figure 6.6 sivs that &st switching imprees the linearity

6.4  Frequency Divider

A frequeng divider malkes the PLL synthesizeasious frequencies digitallyMost
frequeny dividers emply a dual-modulus gider which preiously scales den the
division ratio to generate the continuous getedvision ratio with lav-speed frequenc
dividers. Wth a proper frequerymplan, use of the dual-moduluwidier helps to sa paver
consumption significantly since onlyweD flip-flops operate at high frequend-or that
purpose, the dual-modulusraier is often called prescaler. In this work, the 8/9 prescaler

is used wrking with a 8-b main counter and a 3-b auxiliary counter to generatevtbiemli
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Figure 6.7 DFF with embedded ORtg in 4/5 prescaler
ratio from & — 8 (= 56) to 21— 1 (= 2047).

6.4.1 Prescaler

The 8/9 prescaler is designed in fullyfdiential current-mode logic (CML) to &
low supply and substrate noiseo $are paver consumption, it is designed with a 4/5
divider and a toggle flip-flop, where the 4/%ider works as a prescaler within the 8/9
divider. Figure 6.7 shws the masteslave D flip-flop in CML with an embedded ORtg
which is used in the 4/5\dder [9], [72]. The resistor is used as a passvad to reduce
parasitic capacitance and to impedhe noise performance. The drain of the transistor M8
and the source of the transistor M7 aregedrin the layout to impxe the operating speed.
Note that the source folieer is not necessary at the end of each block in CMOS design,

which helps to reduce p@r. The minimum channel length is chosen for each transistor
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except for the current mirrors. TNW&L ratio of each transistor depends on the bias current.
It should be carefully determined by considering the trddestiveen the input sensitly

and the speed. The minimW#L ratio significantly imprees the speed by wiag low
parasitic capacitanceybit might hae the diferential switch not turned on completely due

to the increased minimum saturationitegeVpg sa- Since the signal amplitudenes a

lot over temperature, thé&/L ratio should be chosen with enough giaiover temperature
and processariations.

Different from other RF circuits, prescalers operate in tigedsignal modexeept the
preamplifier It means that the phase noise is primarily determined at the zero-crossing
time, where the bias current noise is considered a common-mode noise. Therefore, the
matching between the resistor loads is important since the mismagsh the input-
referred dc dket, and it will comert the common-mode noise either by the bias current or
by the supply to the equilent diferential input noise. Lge signal swing also impves
the noise performance with the increasewgroconsumption. In this evk, the signal
swing of 0.8 \,eqkis used. Br further impreement, the use of cascoded current mirrors
will help to reduce the noise contuiiton from bias current by kiamg high common-mode
rejection and by reducing the cgarcoupling to theaje of the current mirror through the
parasitic capacitance between the drain anddbe g

The preamplier or the RF input ffer is designed to pwide enough signal \el to
drive the 4/5 prescaler from thgternal VCO. ® accommodatearious systems, the RF
input sensitrity needs to be aswas -15 dBm. Three ddrential amplifers and source

followers in the last stage are used, and tHereifitial input stage is designed with proper
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Figure 6.8 Locally asynchronous, globally synchronous modulus controller ¢
timing diagram gample (M = 8, A = 3).
dc biasing requiring thexternal ac coupling capacitdgince the x@ernal VCO does not
provide differential output, only one pin is connected to the VCO and the other pin is ac-

grounded.
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6.4.2 Digital counters

Since the digital counters operate at higher than 120 MHz for the 1.1-GHz output with
the 8/9 prescalethe asynchronous counters are usedve 8& paver consumption. The
block diagram is shwn in Fig. 6.8 with the timing diagranxample when the data of the
main counter and of the auxiliary counter are 8 and 3, resphcilhe waveform (3) is
the main diider output or the input of the P/FD, and thevgform (6) is the modulus con-
trol where 3 clock ycles are used fd? + 1 dvision and 8 — 3 (=5) clockycles are used
for P division. The logic delay due to the asynchronous operation in addition to the delay
of the CML-to-CMOS coverter gves stringent timing requirement for the modulus con-
trol resulting in more pwer consumption in the CML-to-CMOS oarter To absorb the
logic delays in the asynchronous operation, dipffop is added at the output of the
counter triggered by the input clock. It alsovymets the jitter from accumulating in the

asynchronous counter

6.5 Logic Converters

Since the prescaler is designed in CML, the CML-to-CMOSexter is needed for the
prescaler to dve digital counters as the CMOS-to-CML werter is required by the
modulus controllerFigure 6.9(a) shves the schematic of the CML-to-CMOS weenter
This block is a pretty sensig portion of the synthesizer to the supply and substrate noise
coupling since the dérential signal is corerted to the weak single-ended signal and then
amplified. More pwer consumption is used to ackeebetter immunity to the noise

coupling than required for slerate. Since the NMOS pulling isster than the PMOS
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pushing at the output stage, th_ ratio of the inerter M14 and M15 is designed tovka

lower logic threshold than ph/2. Note that the supply for the analog portion and for the

digital inverters needs to be separate for better isolation.
Since the CML-to-CMOS cwoerter coneys the modulus control of the prescatbe
noise consideration is not necessary in the design. Asnsho Fig. 6.9(b), a simple

differential stage is used with the resistor load that sets the GML le

6.6 Bias Circuit

A fully on-chip bias generation circuit is designed [73p @&nhance the supply
regulation and matching, the current mirrors are cascoded and more tham ditannel
length is used for all the transistors. The temperature-independent bias current is generated
for the chage pump to maintain the constant PLL bandwiddlerotemperature. The
modified bandgp reference circuit is used to compensate the temperatuséon of the
n-poly resistor It also preents the prescaler from being toovgldue to the increased
voltage swing at high temperature. Since the on-chip resistor is used to generate the current,
each block is designed tovercome more than 20% procesaiation in addition to

temperature ariation.

6.7  Multi-Bit Modulator and Control Logic

The A-Z modulator implementation based on the architecturesishio Fig. 6.10 is
straightforvard since it is a pure digital block. The digital modulator is implemented based

on the tw’s complement binary system for subtraction, and the output data of the
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Figure 6.10 Multi-bit modulator and control logic.

CLK r

modulator {-4, -3, ..., +2, +3} are cagrted to the input data for the multi-moduluadier
{0, +1, +2, ..., +6, +7}, resulting in thewdsion ratio ofset of 3.5 when the input data of

the modulator are all zeros. In order to eliminatg amdible tone due to the repetition of

the sequence, the fractional modulo 8ti8 used with LSB dithering to ia the sequence

length span seral seconds. d&f example, when the clock frequgnés 8 MHz, the

repetition time of the pseudorandom sequenc@"’iEBZMHz =21s.

Since the multi-bit modulator or the MASH modulator generates the multi-bit output,
a multi-modulus diider is necessarjHowever, a standard dider configuration hang the
dual-modulus diider can be used if the modulated data argigeal to each counter with
the control logic. As shwn in Fig. 6.10, the 3-b modulator output is added to the 11-b input

data for the counters to generate the modulated input datav@tilew is neglected since

the typical dvision ratio is &r less than %2 for fractionalN synthesizers. Each data is
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synchronized with the output clock of the main courtete that the data for each counter

should be updated at the rate of the output frequehthe 8/9 prescaler

6.8  Datalnterface and Selection Logic

Because of lgye number of control inputs in frequgrsynthesizerthe control bits are
provided to each block through the serial-to-parallel iaefusing a 3-wireus which
consists of the clock signal (CLK), the data signaAT]R and the load enable signal (LE).
As shavn in Fig. 6.11(a), the serial-to-parallel inté transforms the serial data to the 26-
b parallel data. The 2-b addressrd/selects the corresponding latch block while disabling
other latch block, and the 24-b contradnd is loaded to each latch block. Figure 6.11(b)

shavs the vord map used in thisavk to program the synthesizer

6.9 Loop Filter

Since the PLL acts as a decimation filter for thersampling output data, a fourth-
order PLL is required to filter out the out-of-band quantization noise of the third-order
modulator which has the phase noise density slope of +40 dB/dec. Figure &vs2tsho
third-order loop filter using only the resistors and the capacitors.

The loop filter is designed as folls [23]. The &ternal VCO haing the sensttity
Kyvco of 25 MHz/V is used and the clga-pump output curremgp is set to 64QA. For
the 900-MHz output with the 8-MHz phase detector frequehe dvision ratioN is about
112. The loop filter is designed toveashorter settling time than the specification to

accommodate the procesaiations of the VCOagn and the chge pump output current.
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Figure 6.12 3rd-order loop filter

The natural frequend,, of the synthesizer king the frequengerrorf, of 100 Hz to hee

less than 15@s settling time for the frequeng jumpfg,0f 100 MHz is gven by

¢ ==L one el o7 kg 6.1)
N 2my Dfstep [ ’ .

where the dampingattor{ of 0.7 is assumed. The capaci@rthat creates the zero of the
loop filter is determined by

lcp X Kyco

Cy

5 04.9nF . (6.2)
N x(2mtx f )

Then, the resistdr; is given by

N
R, = 2 xJ 01.68kQ 6.3)
lcp KKy co Ky

The capacitoC, of 560 pF is used to taa the 3rd-pole of the PLL at about 160 kHz. The

values of the resistdt, and the capacit@; are chosen to ka the fourth-pole at 260 kHz.
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The slev rate defined by Equation (5.29) is about 3.3 MidzANnd can be géected. In this

work, the loop is designed to beevdamped by increasing thealue of the capacitat,

even though the phase ngar of about B° is knavn to be optimal for the settling time. The
overdamped loop suppresses the phase noise peaking around the loop bandwidth and helps

to analyze the phase noise conitibn of each source including the-> modulator
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CHAPTER 7

EXPERIMENTAL RESULTS

The prototype synthesizer with second and third-ofd@r modulators \as abricated

in 0.5um CMOS and packaged in a 32-pin thin quadrature flat package (TQFP). The die

photo is shan in Fig. 7.1. The chip area$16x 3.49 mnv, including two other MASH
modulators. Each modulator is selected withxereal 2-bit control wrd. As mentioned
previously, the synthesizer is fully programmable through a 3-wireflom a PC.

Figure 7.2 shas the measured output spectrum at 900.03 MHz with the 3-b second-
and third-ordeA—-Z modulators. Theare compared by switching the output bits of each
modulator without changing gioop parameter of the synthesiZEne eternal loop filter
is designed to ha about 40-kHz loop bandwidth for the 900-MHz output with the 8-MHz
phase detector frequenor with the dvision ratio of about 112. The third-order modulator
case shas less out-of-band noise agected. Vith the 8-MHz phase detector frequgnc
-45-dBc spur appears at about 60-kHzeifand it is suppressed to -80 dBc with the 3-kHz
loop bandwidth. Havever, no fractional spur as obser@d when the phase detector
frequeny is set to 7.994 MHz. From theeriment, the spur results from the relation
between the output frequenand the phase detector frequgnand it becomes more
significant when the output frequenapproaches the rational multiples of the phase
detector frequenc For example, when the output frequens set to 900.03 MHz with the
8-MHz phase detector frequsnehe dvision ratio is 112.5 + 0.0375. The idle tone near

the half clock frequencis given by (3.14).



96

MASH_
3rd-order

Figure 7.1 Die photograph.

= SMHz, 0 Z0- 3 985MHz (7.1)

Figle = 8 MHzU
Then, the fractional spur is generated by the mixing product of the 900.03-MHz output
frequeng and the 226th harmonic of the idle tone which is about 900.61 MHz. When the
output frequengis set to 904.03 MHz, the 30-kHz spur comes from the mixing product of
the output frequenycand the 113th harmonic of the 8-MHz clock frequyewbich is 904

MHz. Therefore, the arst-case spur occurs for some channels at tisetdrequeng
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Figure 7.2 Measured spectrum at the VCO output.

which is equwalent to the channel spacing of the system, and it is independent of the
frequeng resolution of the synthesizer

Being limited by the synthesizer noise, the output phase noise doeswahehwise
shaping dect by theA-% modulator unless the loop bandwidth is further increased.
However, the efect of the quantization noise from the> modulator can be seen at the
divider output. Figure 7.3 stas the shaped quantization noise seen at thdedioutput.
The output with the second-order modulator has idle tones at high frequaridies ban
be suppressed to agiigible level at the VCO output with a 40-kHz loop bandwidth. The

third-order modulator does notlabit high-frequeng tones neaf/2. Note that the corner

frequeng of the quantization noise is close to that of the NTRvsho Fig. 4.5(b).
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Figure 7.3 Measured spectrum at thedséir output.

Figure 7.4 shws the reference spur performance and the 7.994-MHz reference spur
was not measurable with a 40-kHz loop bandwidth. The spel ile estimated to be less
than -95 dBc since -88 dBc reference spur is measured with the 4-MHz phase detector
frequeny for the same output frequendt is found that -85 dBc spur shio at around 5-
MHz offset comes from the equipments not from the synthesizer board, becaasalsov
obsered in the intgerN mode with diferent phase detector frequencies.

Figure 7.5 shas the synthesizer output phase noise measured at 900.03 MHz. The
phase noise of a free-runningternal VCO is plotted togetheAs shavn in Fig. 7.5, the
phase noise of -92 dBc/Hz at 10-kHZset frequeng is achi@ed. The phase noise floor
from 200 to 800 kHz is the residual quantization noise of the moduldterphase noise

is -135 dBc/Hz at 3-MHz @det frequenyg, and it can be further suppressed either by
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Figure 7.6 Measured modulatedider output in time domain.

increasing the phase detector freqyeac by pushing high-order polesward the loop
bandwidth sacrificing the phase mia.

Figure 7.6 shws the frequencdivider output in the loakd condition measured by the
digital oscilloscope. There ag dificulty in triggering the modulated\dder output with
the reference clock, and a short-duration performange mveasured. The modulated
divider output has less than 2.5-ns peak-to-peak jtteich shavs that it svallows at most
2 VCO gclesTyco. In other vords, the frequernycdivider modulation is performed with
at most 3 intger dvision \alues.

Figure 7.7 shws the fractional spur performanceso frequeng channels hang 200-

kHz step with the phase detector frequent 8 MHz. Most channels do noklabit
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Figure 7.7 Measured fractional spur vs. output frequéiag = 8 MHz).

fractional spur up to -85 dBc. Maver, the 400-kHz spur is sihm when the output

frequengy is set to 899.8 MHz or 900.2 MHz, which are close to 112.5 times 8 MHz, and

the 200-kHz spur is skm with the 400-kHz spur as a second harmonic when the output

frequeny is set to 903.8 MHz or 904.2 MHz, which are close to 113 times 8 MHz. Almost

same spur performance is obshat around 908 MHz and 912 MHz, slg that the

fractional spur performance does not depend on thgdrkedivision ratio.

Figure 7.8 shas the fractional spur performance withfeient ofset frequencies from

the output frequeryoof 904 MHz. for example, the -55-dBc spur is measured for the output

frequeny of 900.16 MHz with the 40-kHz loop bandwidth. The spurs within the loop

bandwidth hae the similar magnitude gardless of the ¢det frequeng The out-of-band

spur is suppressed substantially by the loop filter as feetdfequeng increases. Ean
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Figure 7.8 Measured fractional spur vésef frequeng (f, = 904 MHz + ofset).

though the spurs are obsedy the werall performance xeeeds that of anintegerN
synthesizers reported to dater lexample, when the output frequenis programmed in a
200-kHz step with the phase detector freqyesf.4 MHz and the loop bandwidth of 15
kHz, the vorst-case spur at 200-kHzfsét is belav -85 dBc for all channels and the in-
band phase noise is asvias -90 dBc/Hz.

Another interesting result that is not present ingatd synthesizers is the noise-
shaped reference spuwvhich shavs that the noise shaping is related with the digital
modulation. The noise shaping at the carrier is not clear since it may also come from the
phase noise peaking due tovlphase mayin, but the noise shaping at the reference spur

cannot be achied in intgerN synthesizers. Seral features obsesd inA-2 modulated
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fractional-N synthesizers that are not present irgerhl synthesizers are summarized as

follows.

Arbitrarily fine frequeng resolution

Fractional spur for some channels

Residual out-of-band noise floor witW®SR

* Noise shaped reference spur
Among them, the residual out-of-band noise floor can be suppresseddiigéleclevel
when the synthesizer is designed with high OSR.

The chip vorks at 1.1 GHz with an input senegity of -15 dBm. The third-order
modulator consumes 1.4 mA at 1.5TWe total current consumption of the synthesizer is
10.8 mA where 5 mA is consumed by the RF inuitds and 1.9 mA by the prescaléhe
measured bandg \oltage is 1.119 V and shw less than 1-mVariation wer 2.7 — 4.0 V
supply The measured performance is summarizedalnier 7.1 Haing about 3-kHz loop
bandwidth, the prototype synthesizer is useful for AMPS, IS-54, CDMA (1S-95), and PDC
applications. It can be also emypéal for multi-slot GSM application with a 40-kHz loop
bandwidth. &ble 7.2 shws the performance comparison with thevprasly published
works. Wthout increasing the phase detector freqyesned the wersampling ratio, the
noise performance of thisark is comparable to that of the synthesizer with the fourth-

order MASH modulator that used a 20-MHz reference on the separate CMOS die [1].
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Table 7.1 Summary of the measured performance.

Supply wltage

Supply current

(2.7V analog, 1.5V digital)
Max. output frequenc

Min. frequeng resolution
RF input sensitity

Phase noise @10-kHzfeét
Spurious tones

25-4V
10.8 mA

< 10pA (stand-by)
1130 MHz

<1Hz

— 15 dBm

< - 92 dBc/Hz
<—95dBC

< —80dBC’

*fo = 900.03 MHz, fpd = 7.994 MHz, and loop BW = 40 kHz.
™o = 900.03 MHz, fpd = 8 MHz, and loop BW = 3 kHz.

Table 7.2 Performance comparison wiiisng arts.

f
In-band Ref. _PB
Ref. Tech. Arch. fo feo  faw - an SPUF T
Filiol CMOS(A-2) 4th-order 915 MHz 20 MHz 100 kHz -95 dBc/Hz -90 dBc 200
etal. [1] | BIJT(PLL) MASH
Perrott 0.6um  2nd-order 1.8 GHz 20 MHz 84 kHz -74 dBc/Hz -60 dBc 238
etal. [2] | CMOS MASH  (ext./2)
Riley 3rd-order
Discrete 1-bit 405 MHz 10 MHz 30 kHz -85 dBc/Hz >-82 dBc 333
et al. [29] (from PC)
Miller : 3rd-order 750 MH
Discrete Z 200 kHz 750 Hz -70 dBc/Hz >-133 dBc 267
et al. [30] MASH  (ext. /2)
This 0.5um  3rd-order
work CMOS 3pit | 900MHz 8MHz 40kHz -92dBc/Hz -95dBc 200
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CHAPTER 8

CONCLUSIONS

Use of intgerN frequenyg synthesizers is limited for Regeneration RF transcers
due to the fundamental tradd-tketween the channel spacing and the loop bandwidth.
Providing agile frequenc selection and superior noise performance, fractibhal-
frequeng synthesis is considered an ultimate solution for wireless application@&-the
modulation method prades arbitrarily fine frequewcresolution and becomes the
dominant spur reduction technigue as CMOS technologgreeds.

Previous works mostly focus either on tiAe-> modulator or on the PLL, and the design
aspects considering both blocks/@éanot been well discussed. The researclvshbat a
multi-bit modulation technique impves the synthesizer performance by reducing high-
frequeny jitter at the phase detector output. The phase detector linearity problem is
identified and discussedo €nhance the phase detector linegttity chage pump with high
timing resolution is designed. Also, the tri-state gbeaoump is empiged to hae better
immunity to the substrate noise coupling due to the digital switching. A 1.1-GHz CMOS
fractionalN frequeng synthesizer with a 3-b third-ord&rZ modulator is implemented to
achieve better in-band phase noisew&r spurs, andakter settling time than those of
standard intgerN synthesizers. Synthesizing 900 MHz with 1-Hz resolutionxhitets an
in-band phase noise of -92 dBc/Hz at 10-kHaetfwith a reference spur of less than -95

dBc. Experimental results sikahat the proposed system is applicable wo-tost, lav-
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power wireless applications meeting the requirements of most RF applications including
multi-slot GSM, AMPS, 1S-54, CDMA (I1S-95), and PDC.

For extensions of this ark, the VCO and the loop filter may be igttated to realize the
fully monolithic frequenyg synthesizer that requires ngternal component. Wh an on-
chip VCO, the wideband fractiondlfrequeng synthesis is more useful to suppress the
phase noise of the VCO. The substrate noise coupling to the on-chip VCO by the digital
modulation is to be furtherwestigated. The interpolate frequeng division technique is
not limited only to the fractiona¥ frequeng synthesizers. It is applicable to the DDFS as
a spur reduction scheme and to FM modulators and demodulators. Consedhisntly
research also demonstrates the feasibility of a general modulation metheddangpling

to huild robust communication systems.
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APPENDIX A

PROGRAM LISTING

A.1 Behavioral Model Simulation Program for Second-Order PLL

#include <stdio.h>
#include <malloc.h>
#include <math.h>

#define pi 3.141592654
#define Seed 3
#define Sigma 1.1

/* Normalized PLL Loop Parameter */
/* reference;0.01Hz */
#define f_clk .01

/* LPF; 500 Ohm */
#define R 500.

[* LPF; 7F */

#define C 7.

/* charge pump; 1mA */
#define Ip 1.e-3

/*VCO; 0.01Hz */
#define fo_vco .01
[*VCO gain; .002 Hz/V */
#define K_vco .002

/* Time Frame Set Up */

#define rate_resol 1000.0
#define cycle_max 7000
#definet_delay_clk0./*0nsec*/
#definet_delay_vco0./*0nsec*/
#define plot_startl 400000
#define plot_start2 0

extern long random();
double Ranuni();
double Pow();

double Rangaus();
double Div;

main()

{

int clk, vco, vco_1, div;
int clk_value, div_value;
int up, down;

int rise_clk, fall_clk;

int rise_div, fall_div;

int first_fall_vco;

int rise_vco, fall_vco;

int cycle_clk;

inthalf_cycle_clk, half_cycle_div;
int count_error, acc;

doublet, t_start, t final, t_res;
double count_clk, count_div;
double f_vco, To_vco;

double vco_sin;

double T_clk, T_half_clk;

double Ip_eff;

double V_vco_eff, V_vco, V_c;
double noise_vco, noise_vco_lIp;
double phase_clk, phase_div;
double phase_error;

To_vco = 1./fo_vco;

T clk = 1./f_clk;
t res = To_vco/rate_resol;
t_start = 0;

t final = (double)cycle_max *
To_vco +t_delay_vco;
clk_value = 0;
div_value = 0;
first_fall_vco = 1;

up =0;

down = 0;

V_c=0;

V_vco = 0;
V_vco_eff=0;
T_half_clk =0;
half_cycle_clk = 0;
half_cycle_div = 0;

phase_clk = 0;
phase_div = 0;
count_error = 0;
acc =0;

noise_vco_Ip =0;
FILE *fol, *fo2, *fo3, *fo4, *fo5,



*fo6, *fo7, *fo8;

fol = fopen(“pll_vco.dat”, “w”);
fo2 = fopen(“pll_vco_sin.dat”,
W);

fo3 = fopen(“pll_clk.dat”, “w");
fod = fopen(“pll_clk2.dat”, “w");
fo5 = fopen(“pll_phase_err.dat”,
w);

fo6 = fopen(“pll_phase_err2.dat”,
w);

fo7 = fopen(“pll_gp.dat”, “w");
fo8 = fopen(“pll_noise.dat”, “w”);

srandom(Seed); /* gaussian random
number */
Div = Pow(2.0,31);

for
(t=t_start;t<=t_final;t=t+t_res)
/* set up time frame */

{

[*VCO */

rise_vco = 0; fall_vco = 0;
noise_vco = Rangaus(Sigma);

/* Gaussian Random Number */
/* noise_vco_lp = noise_vco_lp +
10*noise_vco*t_res; */

[* if (t>plot_startl)

{ fprintf(fo8, “%e %e\n”, t,
noise_vco); } */
/*noise_vco=0*/*NoVCO Noise
*/

V_vco_eff=V_vco_eff +t res*
(V_vco + noise_vco);

vco_sin =sin(2 * pi * (fo_vco *(t-

t delay_vco) + K_vco*V_vco_eff));
if (vco_sin>=0) { vco = 1;}

else {vco =0;}

if ((vco==0)&&(vco_1==1))
{fall_vco=1;}

if ((vco==1)&&(vco_1==0))
{rise_vco=1;}

vco_1 = vco;

if (t > plot_start1)

{ I* fprintf(fol, “%f %d %d %d\n”,
t, vco, rise_vco, fall_vco);
fprintf(fo2, “%f %f\n”, t,

vCco_sin);

fprintf(fol, “%d\n”, vco);
fprintf(fo2, “%f\n”,vco_sin); */ }
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rise_div=rise_vco;

[* for PLL */
fall_div=fall_vco;

/* Reference Clock */

rise_clk = 0;

fall_clk = 0;

if (t>T_half clk+t delay clk-
.00001)

{

T half clk=T_half_clk + T_clk/
2,

half_cycle_clk = half_cycle_clk +
1

cycle_clk = (half_cycle_clk + 1)
12;

if (half_cycle_clk % 2 == 1)
{clk_value =1;rise_clk =1;}
else{clk_value=0;fall_clk=1;

}

}

clk = clk_value;

* fprintf(fo3, “%d\n”, clk);
fprintf(fo4, “%f %d %d %d\n”, t,
clk, rise_clk, fall_clk); */

/* PIFD */

if (rise_clk==1)
{phase_clk=t;up=1;}
if (rise_div==1)

{ phase_div =t; down =1;}
if (up==1)&&(down==1))
{up =0;down =0;}

if (fall_div==1)

{ phase_error = (phase_div -
phase_clk)*f_clk;
count_error = count_error + 1;
if (t > plot_start2)

{ fprintf(fo5, “%e\n”,
phase_error);

fprintf(fo6, “%d, %e\n”,
count_error, phase_error); }

}

/* Charge Pump */
Ip_eff=0;

if (up*(1-down)==1)
{Ip_eff=1Ip; }

if (1-up)*down==1)
{Ip_eff=Ip*-1;}



[* LPF */

V_c=V_c + (t_res*Ip_eff)/C;
V_vco=V_c+Ip_eff *R;

[*if (V_vco >= 1.5) */

/* limit the VCO range */
/*V_vco =1.5;
ifV_vco<=-1.5)V_vco=-1.5;*
[* fprintf(fo7, “%f %f\n", t,
V_vco); */ }

fclose(fol); fclose(fo2);
fclose(fo3); fclose(fo4);
fclose(fob); fclose(fob);
fclose(fo7); fclose(fo8); }

I* *

/* generate uniform random number,
therangeisOto 1. */

double Ranuni()

{ double ans;
ans=(1+random())/Div; return ans;
}

/* Ranuni */

I* *

double Pow(x,y)

double x; int y;

{ double ans; int i;

ans=1.0; for (i=0;i<y; i++){
ans=ans*x; } return ans; }

I* Pow */

I* *
[*generate Gaussianrandomnumber,
themeaniszero, the sigmaissigma
*

double Rangaus(sigma)

double sigma,;

{ double ans, temp1l, temp2, temp3;
templ=Ranuni();

temp2=Ranuni();

temp3 = sqrt(-2.*log(templ));

if (Ranuni() > 0.5)
ans=temp3*cos(2.*pi*temp2)*sigma;
else
ans=temp3*sin(2.*pi*temp2)*sigma;
return ans; }

/* Rangaus */

I* *

A.2 Gate-Level PSPICE Program for Third-Order A-% Modulator

3rd-Order Delta-Sigma Modulator

.options itI5=0 noecho nomod
reltol=.01

+ DIGFREQ=10T

.probe

.fran .1u 1m 100u .1u

vdd 1 0dc +1.5

vss20dc-1.5

vck ck Opulse(-1.5+1.52n1n1n
+49n 100n)

*** input data for the modulator
vk22 k22 0 dc -1.5
vk21 k21 0dc -1.5
vk20 k20 0 dc -1.5
vk19 k19 0 dc +1.5
vk18 k18 0 dc -1.5
vk1l7 k17 0 dc -1.5
vk16 k16 0 dc -1.5

vk15 k150dc-1.5
vk1l4 k14 0dc -1.5
vk13 k13 0 dc +1.5
vk12 k12 0dc -1.5
vk11l k110dc-1.5
vk10 k10 0dc -1.5
vk9 k9 0dc-1.5
vk8 k8 0dc-1.5
vk7 k7 0dc-1.5
vk6 k6 0dc-1.5
vk5 k5 0dc-1.5
vk4 k4 0dc+1.5
vk3 k3 0dc-1.5
vk2 k2 0dc-1.5
vkl k1 O0dc-1.5
vkO kO 0dc-1.5
x91 1 91 AtoD
x92 2 92 AtoD
x9ck ck 93 AtoD
x9k0 kO 9kO AtoD
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x9k1 k1 9k1 AtoD
x9k2 k2 9k2 AtoD
x9k3 k3 9k3 AtoD
x9k4 k4 9k4 AtoD
x9k5 k5 9k5 AtoD
x9k6 k6 9k6 AtoD
x9k7 k7 9k7 AtoD
x9k8 k8 9k8 AtoD
x9k9 k9 9k9 AtoD
x9k10 k10 9k10 AtoD
x9k11 k11 9k11 AtoD
x9k12 k12 9k12 AtoD
x9k13 k13 9k13 AtoD
x9k14 k14 9k14 AtoD
x9k15 k15 9k15 AtoD
x9k16 k16 9k16 AtoD
x9k17 k17 9k17 AtoD
x9k18 k18 9k18 AtoD
x9k19 k19 9k19 AtoD
x9k20 k20 9k20 AtoD
x9k21 k21 9k21 AtoD
x9k22 k22 9k22 AtoD
X950 1 2 950 50 DtoA
X951 1 2 951 51 DtoA
X952 1 2 952 52 DtoA

ro50 50 0 1g
roa51 510 1g
ra52 520 1g

x1 91 92 Dinit 93

+ 9k0 9Kk1 9k2 9k3 9k4 9k5 9k6 9k7
+ 9k8 9k9 9k10 9k11 9k12 9k13 9k14
+9k159k169k179k189k199k209k21
+ 9k22 950 951 952 ids3

.subckt ids3 91 92 Dinit ck

+ k0 k1 k2 k3 k4 k5 k6 k7
+ k8 k9 k10 k11 k12 k13 k14 k15
+ k16 k17 k18 k19 k20 k21 k22
+ outO outl out2

xxx0 91 92 ck ckO INV

xxx1 91 92 ckO ckl INV

xxx2 91 92 ckO ck2 INV

xxx3 91 92 ckO0 ck3 INV

x10 9192 y0 yOb INV

x11 9192yl ylb INV

x12a 91 92y2 y2b INV

x12b 91 92 y2b y2bb INV

x1 91 92 91 ;ci="1" for subtraction

+ 92 y0b ylb y2bb y2bb 91 91 91

+ k19 k20 k21 k22 k22 92 92 92
+al9 a20 a21 a22 a23 nab5 na6 na7
+ iadder8 ;5-bit

X2 91 92 Dinit ck1

+ kO k1 k2 k3 k4 k5 k6 k7

+ k8 k9 k10 k11 k12 k13 k14 k15

+ k16 k17 k18 a19 a20 a2l a22 a23
+b0 bl b2 b3 b4 b5 b6 b7

+ b8 b9 b10 b1l bl2 bl3 bl4 bls
+b16 b17 b18 b19 b20 b21 b22 b23
+ jaccum?24

x3 91 92 Dinit ck1

+b0 bl b2 b3 b4 b5 b6 b7

+ b8 b9 b10bll bl2 bl3 bl4 blb
+ b16 b17 b18 b19 b20 b21 b22 b23
+c0 cl c2 c3 c4 ch5cb c7

+c8 ¢c9 cl0cllcl2cl3cl4cls
+¢16 c17 c18 ¢19 c20 c21 c22 c23
+ jaccum?24

x4 91 92 Dinit ck1

+c0 cl c2 c3 c4 ch5cb c7

+¢8 ¢c9 cl0cllcl2cl3cl4cls
+¢16 ¢c17 c18 ¢19 c20 c21 c22 c23
+d0 dl1 d2 d3 d4 d5 d6 d7

+d8 d9 d10dl11 di12d13 d14 di5
+d16 d17 d18 d19 d20 d21 d22 d23
+ jaccum?24

x5 91 92 92 ;ci="0" for addition

+92 b0 bl b2 b3 b4 b5 b6

+ b7 b8 b9 bl0 bll bl2 bl3 bl
+ b15 b16 b17 b18 b19 b20 b21 b22
+ b23 b23 92 92

+dl d2 d3 d4 d5 d6 d7 d8

+d9 d10d11 d12d13 d14 d15di16
+d17 d18 d19 d20 d21 d22 d23 d23
+d23 d23 92 92

+e0 el e2 e3 e4 e5 e6 e7

+e8 e9 elO0ellel2el3eldel5
+el6 el7 el8 el9 e20e2l e22 e23
+ e24 e25 ne26 ne27

+ iadder28 ;26-bit

x61 9192 cl clb INV
x62 9192 c2 c2b INV
x63 9192 c3 c3b INV
Xx64 91 92 c4 c4b INV



X65 91 92 c5 c5b INV

X66 91 92 c6 c6b INV

X67 9192 c7 c7b INV

X68 91 92 c8 c8b INV

X69 9192 c9 c9b INV

X610 91 92 c10 c10b INV
X611 91 92 c11 c11b INV
X612 91 92 c12 c12b INV
X613 91 92 c13 c13b INV
X614 91 92 c14 c14b INV
X615 91 92 c15 c15b INV
X616 91 92 c16 c16b INV
X617 91 92 c17 c17b INV
X618 91 92 c18 c18b INV
X619 91 92 c19 c19b INV
X620 91 92 c20 c20b INV
X621 91 92 c21 c21b INV
X622 91 92 c22 c22b INV
X623 91 92 ¢23 c23b INV

X7 9192 91 ;ci="1" for subtraction

+ clb c2b c3b c4b c5b c6b ¢7b c8b
+c9bclObcllbcl2bcl3bcldbcl5b
+c16bcl7bcl18bcl19bc20bc21bc22b
+ ¢c23b c23b

+¢c23b c23b 91 91
+92c0clc2c3cd4c5cb
+c7¢c8c9clcllcl2clcls
+c¢15c¢c16 cl7 c18c19c20c21 c22

+ 23239292

+ fO f1 f2 3 f4 {5 6 {7

+ 8 f9 f10 f11 f12 f13 f14 f15

+ 16 f17 f18 f19 f20 f21 f22 f23

+ f24 25 ne26 ne27

+ iadder28 ;26-bit

x8 91 92 92 ;ci="0" for addition
+e0ele2e3edeb5ebe7

+e8 e9 el0ellel?2el3eldel5
+el6 el7 el8 el9 e20 e21 e22 e23
+ e24 e25 e25 92

+ fO f1 f2 3 f4 {5 6 {7

+ 8 f9 f10 f11 f12 f13 f14 f15

+ 16 f17 f18 f19 f20 f21 f22 f23

+ 24 125 25 92

+90gl1 9293949596497
+089g9910 g1l gl12gl3gl4 gl5

+ 916 g17 g18 g19 g20 g21 g22 g23
+ 924 g25 g26 ne27

+ iadder28 ;27-bit

x991929g26925924 923922921920
+ y2 y1 y0 iquant

x100 91 92 Dinit ck3 y0 outO idff
x101 91 92 Dinit ck3 y1 outl idff
x102 91 92 Dinit ck3 y2 out2 idff
.ends ids3

.Ssubcktiquant9192al9al8al7al6
+al5al4 al3y2yly0

x1 9192 al9y2 INV

xx1 91 92 al8 al8b INV

xx2 91 92 al7 al7b INV

xx3 91 92 al6 al6b INV

xx4 91 92 al5 al5b INV

xx5 91 92 al8b al7b al6b al5b p2
+ NOR4

xx6 91 92 p2 p2b INV

x2 9192 al8 al7 al6 al5 3 NOR4
x3 9192 3 p INV

x4 91 92 p2b p2bb INV

x5 91 92 p2bb al9 4 NAND

x6 91924 al9 r NAND

X7 9192 rald 5 NAND

x8 91925 gyl NAND

X9 9192 py2 gqNAND

x1091 92 ral3 6 NAND

x11 91 92 6 g yO NAND

.ends iquant

.subckt iaccum?24 91 92 Dinit ck
+a0al a2a3 a4 ab a6 a7
+a8a9allall al2 al3 al4d als
+al6 al7 al8 al9 a20 a2l a22 a23
+ outO outl out2 out3 out4 out5

+ out6 out7 out8 out9 outlOoutll

+ outl2 outl3 outl4 outl5 outl6

+ outl?7 outl8 outl9 out20 out21

+ out22 out23

x1 919292 ;ci="0"

+al0al a2a3 a4 ab a6 a7
+a8a9allall al2al3 al4d als
+al6 al7 al8 al9 a20 a2l a22 a23
+ outO outl out2 out3 out4 out5 out6
+out7 out8 out9 outlOoutll outl?2
+ outl3 outl4 outl5 outl6 outl?

+ outl8 outl9 out20 out21 out22

+ out23

+sumO sumlsum2sum3sum4 sum5 sum6
+ sum7 sum8 sum9 sum10 suml11l sum12
+suml13 suml14 suml15 suml16 suml17
+suml18 sum19 sum20 sum21 sum22

+ sum23 iadder24
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X2 91 92 Dinit ck

+sumO suml sum2 sum3 sum4 sum5 sum6
+ sum7 sum8 sum9 sum10 suml1l suml12
+ suml13 suml14 sum15 suml16 suml17

+ suml18 sum19 sum20 sum21 sum22

+ sum23

+ outO outl out2 out3 out4 out5 out6

+ out7 out8 out9 outl0 outll outl2

+ outl3 outl4 outl5 outl6 outl?7

+ outl8 outl9 out20 out21 out22

+ out23

+ idff24

.ends iaccum?24

.subckt iadder24 91 92 ci

+a0al a2 a3 a4 a5 a6 a7

+a8 a9 allOallal2al3al4d als

+al6 al7 al8 al9 a20 a21 a22 a23

+ b0 bl b2 b3 b4 b5 b6 b7

+ b8 b9 b10 bll bl12 bl3 bl4 bl5

+ b16 bl7 b18 b19 b20 b21 b22 b23
+sumO suml sum2 sum3 sum4 sum5 sum6
+ sum7 sum8 sum9 sum10 suml1l suml12
+ suml13 suml14 sum15 suml16 suml17

+ sum18 sum19 sum20 sum21 sum22

+ sum23

x19192ciclalal a2 a3

+ b0 bl b2 b3

+ sum0 suml sum2 sum3 ADDER4
X291 92 clc2ad a5 a6 a7

+ b4 b5 b6 b7

+sum4 sum5 sum6 sum7 ADDER4
x39192c2c3aB8a9allall

+ b8 b9 b10 b1l

+sum8 sum9 suml10 sumll ADDER4
x4 9192 c3c4 al2alld ald als

+b12 bl3 b14 bl5

+ suml2 suml13 suml14 suml15 ADDER4
x59192c4 c5al6al7al8 al9

+b16 bl7 b18 b19

+ suml6 suml1l7 sum18 sum19 ADDER4
X6 91 92 ¢5 c6 a20 a21 a22 a23

+ b20 b21 b22 b23

+ sum20 sum21 sum22 sum23 ADDER4
.ends iadder24

.subckt iadder28 91 92 ci

+a0al a2 a3 a4 a5 a6 a7

+a8 a9 allOallal2al3al4d alsb

+al6 al7 al8 al9 a20 a21 a22 a23

+ a24 a25 a26 a27

+ b0 bl b2 b3 b4 b5 b6 b7
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+ b8 b9 b10 b1l bl2 b13 bl4 b15

+ b16 b1l7 b18 b19 b20 b21 b22 b23
+ b24 b25 b26 b27

+ sum0 suml sum2 sum3 sum4 sum5
+ sum6 sum7 sum8 sum9 sum10 suml1l
+suml2 sum13 sum14 suml5 sum16
+suml7 sum18 sum19 sum20 sum21
+ sum22 sum23 sum24 sum25 sumz26
+ sum27

x1 91 92 cicla0 al a2 a3

+ b0 bl b2 b3

+ sum0 suml sum2 sum3 ADDER4
X2 9192 clc2 a4 a5 a6 a7

+ b4 b5 b6 b7

+ sum4 sum5 sum6 sum7 ADDER4
x39192c2c3a8 a9 aldall

+ b8 b9 b10 bll

+ sum8 sum9 sum10 sum1l ADDER4
x4 9192 c3 c4 al2all3 alsd als
+b12 b13 b14 b15

+suml2 suml13 suml14 suml15 ADDER4
x59192c4 c5al6al7 al8 al9
+b16 b1l7 b18 b19

+suml16 sum1l7 sum18 sum19 ADDER4
X6 91 92 ¢5 ¢c6 a20 a2l a22 a23

+ b20 b21 b22 b23

+ sum20 sum21 sum22 sum23 ADDER4
X7 91 92 ¢c6 c7 a24 a25 a26 a27

+ b24 b25 b26 b27

+ sum24 sum25 sum26 sum27 ADDER4
.ends iadder28

.subckt iadder8 91 92 ci

+a0al a2a3 a4 ab a6 a7

+ b0 bl b2 b3 b4 b5 b6 b7

+ sum0 suml sum2 sum3 sum4 sum5
+ sum6 sum?7

x19192ciclalala2 a3

+ b0 bl b2 b3

+ sum0 suml sum2 sum3 ADDER4
X2 9192 clc2 a4 a5 a6 a7

+ b4 b5 b6 b7

+ sum4 sum5 sum6 sum7 ADDER4
.ends iadder8

.subckt idff24 91 92 Dinit ck

+d0 d1 d2 d3 d4 d5 d6 d7

+d8 d9 d10 d11 di12 d13 d14 di5
+d16 d17 d18 d19 d20 d21 d22 d23
+909l1q9g293 949596 q7

+098 99 q10 11 q12 q13 q14 q15
+ql6 17 18 19 q20 21 g22 923
x0 91 92 Dinit ck dO qO idff



x1 91 92 Dinit ck d1 g1 idff

x2 91 92 Dinit ck d2 g2 idff

x3 91 92 Dinit ck d3 g3 idff

x4 91 92 Dinit ck d4 g4 idff

x5 91 92 Dinit ck d5 g5 idff

x6 91 92 Dinit ck d6 g6 idff

X7 91 92 Dinit ck d7 q7 idff

x8 91 92 Dinit ck d8 g8 idff

x9 91 92 Dinit ck d9 q9 idff
x10 91 92 Dinit ck d10 g10 idff
x11 91 92 Dinit ck d11 g11 idff
x12 91 92 Dinit ck d12 g12 idff
x13 91 92 Dinit ck d13 g13 idff
x14 91 92 Dinit ck d14 g14 idff
x15 91 92 Dinit ck d15 g15 idff
x16 91 92 Dinit ck d16 g16 idff
x17 91 92 Dinit ck d17 g17 idff
x18 91 92 Dinit ck d18 g18 idff
x19 91 92 Dinit ck d19 g19 idff
x20 91 92 Dinit ck d20 g20 idff
x21 91 92 Dinit ck d21 g21 idff
x22 91 92 Dinit ck d22 g22 idff
x23 91 92 Dinit ck d23 g23 idff
.ends idff24

.Subckt idff 91 92 Dinitck d q
x1 91 92 Dinitck d g1 gbl DFF
x21 9192 gl qDLY

*x22 91 92 gbl gb DLY

.ends idff

.SUBCKT ADDER4 DPWR DGND

+CO_ICAAL A2 IA3 I A4 |
+B1_IB2_IB3_IB4_|
+ SUM1 SUM2 SUM3 SUM4

U283LOG LOGICEXP(9,14) DPWR DGND

+CO_IAL_IA2_ A3 A4 |
+B1_IB2_IB3_IB4_|

+ COA1 A2 ASA4B1B2B3B4C4

+ SUM1 SUM2 SUM3 SUM4
+DO_GATE I0_STD
+

+ LOGIC:
+C0={CO0_I}
+Al={Al_|}
+A2={A2 |}
+A3={A3_|}
+Ad={Ad |}
+B1={B1_I}
+B2={B2_I}
+B3={B3_|}
+B4={B4_|}
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+

+ NAND4 = { ~(A4 & B4) }

+ NAND3 = { ~(A3 & B3) }

+ NAND2 = { ~(A2 & B2) }

+ NAND1 = { ~(A1 & B1) }

+ NOR4 = { ~(A4 | B4) }

+ NOR3 = { ~(A3 | B3) }

+NOR2 = {~(A2 | B2) }

+NOR1 ={~(Al1|B1)}

+ COBAR ={~C0}

+

+ SUM1 = { (NAND1 & ~NOR1) ~ CO }

+ SUM2 = { (NAND2 & ~NOR2) *

+ (~(NOR1 | (NAND1 & COBAR))) }

+ SUM3 = { (NAND3 & ~NOR3) *

+ (~(NOR2 | (NOR1 & NAND2) |

+ (NAND2 & NAND1 & COBAR))) }

+ SUM4 = { (NAND4 & ~NOR4) ~

+ (~(NOR3 | (NOR2 & NAND3) |

+ (NOR1 & NAND3 & NAND2) |
+(NAND3 & NAND2 & NAND1 & COBARY)))
}

+C4={~(NOR4 | (NOR3 & NAND4) |

+ (NOR2 & NAND4 & NAND3) |

+ (NOR1 & NAND4 & NAND3 & NAND?2) |
+ (NAND4 & NAND3 & NAND2 & NAND1
+ & COBAR) )}

.ENDS ADDER4

.subckt DLY DPWR DGND IN OUT

Ul DLYLINE DPWR DGND IN OUT

+ DLY_PSI10_STD

.MODEL DLY_PS UDLY

+ DLYMN=80ps DLYTY=80ps DLYMX=80ps
.ends

.subckt DFF

+ DPWR DGND CLRBAR CLK D Q QBAR
Ul DFF (1) DPWR DGND

+ DPWR CLRBAR CLK

+ D Q QBAR

+ D1 _GATEIO_STD

.ends

.subckt NAND DPWR DGND AB Y

Ul NAND(2) DPWR DGND

+ABY

+ D0_GATE I0_STD

.ends

.subckt NOR4 DPWR DGNDABCDY
Ul NOR(4) DPWR DGND

+ABCDY

+ D0_GATE I0_STD



.ends

.subckt NOR DPWR DGND AB Y
Ul NOR(2) DPWR DGND

+ABY

+ D0_GATE IO_STD

.ends

.subckt AND DPWR DGND AB Y
Ul AND(2) DPWR DGND

+ABY

+ D0_GATE IO_STD

.ends

.subckt INV DPWR DGND IN OUT
Ul INV DPWR DGND IN OUT

+ D0_GATE IO_STD

.ends INV

.subckt AtoD 3 4

01 30 DOSTM DGTLNET=4 10_STD
.ends

.subckt DtoA 1234

N14 2 1 DINSTM DGTLNET=310_STD
.ends

.SUBCKT AtoDDEFAULT

+ A D $G_DPWR $G_DGND
+ params: CAPACITANCE=0
.ENDS AtoDDEFAULT
.SUBCKT DtoADEFAULT

+ D A $G_dpwr $G_dgnd

+ params: DRVL=0 DRVH=0
CAPACITANCE=0

.ENDS DtoADEFAULT
.SUBCKT DIGIFPWR AGND
+ optional: DPWR=$G_DPWR
DGND=$G_DGND

+ params: VOLTAGE=+1.5

+ REFERENCE=-1.5

VDPWR DPWR DGND {VOLTAGE}
R1 DPWR AGND 1MEG
VDGND DGND AGND {REFERENCE}
R2 DGND AGND 1MEG

.ends

.MODEL DINSTM DINPUT (

+ sOname="0" sOtsw=0.1ps

+ s0rlo=.5 sOrhi=1k

+ slname="1" s1tsw=0.1ps

+ slrlo=1k slrhi=.5

+ s2name="X" s2tsw=0.1ps

+ s2rl0=0.429

+ s2rhi=1.16; .3130hm, 1.35v
+)
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.MODEL DOSTM DOUTPUT (
+ slname="0" s1vlo=-1000000K
+ s1vhi=0.0

+ sbname="1" sbvlo= 0

+ s5vhi=1000000K

+)

.MODEL DO_GATE UGATE
.MODEL D1 GATE UEFF
.MODEL I0_STD UIO
.MODEL I0_STM UIO

U1 stim(1,1) $G_DPWR $G_DGND
+ DinitIO_STM0p 0 .5n1
.END
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